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From the Publisher

“Over budget, behind schedule.” These are words that send chills through a customer’s
spine and words that no one acquiring systems wants to hear; however, they are

words that are deeply ingrained and heard all too frequently in the culture of systems
development.

If you’re like me, you have been in countless meetings where project managers have
reported their programs to be either over-expensing or past the target date. Such
announcements also seem to be followed by a get-well plan. With nearly 40 percent of all

embedded software development projects reported to be behind schedule, it appears there are an
enormous number of these infamous get-well plans.

This year’s Systems and Software Technology Conference (SSTC 2005) runs from April 18-21.
The focus of SSTC 2005 is on showcasing new tools to help improve the capabilities we provide
our customers. Throughout the conference, attendees concentrate on acquiring new systems as well
as building and delivering better systems, and highlighting future concepts such as automated code
restructuring. They also explore how modern networking is being used on the battlefront. The
ideas presented at SSTC 2005 center on the theme of building and delivering needed capabilities
to customers, ultimately the warfighters.

I’d like to compare SSTC this year to a steaming bowl of mom’s homemade chicken soup:
designed to soothe the ills of any sick program. As you read through this month’s articles, which
are compiled from a few of the excellent papers presented at SSTC, you will note that in particu-
lar Dr. (not the medical kind) Richard Turner’s article about the Department of Defense’s (DoD)
Acquisition Best Practices Clearinghouse uses a medical analogy to illustrate some acquisition best
practices. With so many sick programs out there, let’s continue this medical metaphor to describe
what else is in this month’s CrossTalk.

You will find great prescriptions for implementing DoD regulation, policies, and mandates such
as Technology Readiness Assessments mandated by the DoD 5000 regulations series, and an arti-
cle by David R. Basel, Dana Foat, and Cragin Shelton describing requirements regarding the Ports,
Protocols, and Services Management Process. For many of us, implementing these types of
requirements is like having mom suddenly appear above you with a teaspoon, filled to capacity with
the most vile, dreaded fluid imaginable – cough medicine, which she demands we take, all because
of being unable to stifle that single pillow-muffled cough that her super-human hearing detected
through a closed door. Just thinking about that nasty stuff makes my taste buds cringe – YUCK!

Also in this month’s lineup are articles by Robert A. Martin, Dr. David A. Cook, Dr. James M.
Skinner, and Paul E. McMahon that address some formidable issues, which when implementing
these great ideas, at times feels like swallowing large, bitter pills. Drs. (also, not the medical kind)
Cook and Skinner delve into good uses of modeling and simulation in creating software. They
explore how models have grown in complexity and give some techniques of verification and vali-
dation that will help improve modeling life-cycle costs. McMahon helps diagnose what agile soft-
ware development is and how to extend agile development methods to large dispersed environ-
ments. He also dispels some old wives’ tales and myths regarding agile. Martin’s article helps triage
issues of managing transformational vulnerabilities with standards.

Lastly, Robert Gold and David Jakubek discuss the preventative health measures of Technology
Readiness Assessments (TRA) when conducted on major defense acquisitions. Prior to system
development, a TRA documents that there is a reasonable expectation that the acquisition is tech-
nically feasible.

Now, I hope my descriptions haven’t scared you away from reading these great articles. I prom-
ise reading them won’t be like going to the doctor (yes, the medical kind). Every article has some
great ideas for improving the overall health of programs and projects. I do hope you will enjoy this
dose of CrossTalk. It may not be sugar-coated, but just like Mom would say about a little chick-
en soup, “It’s good for you!”

Dr. Mom’s Approach to Improved Capabilities

Brent D. Baxter
SSTC Technical Conference Manager

Manager, Software Technology Support Center
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Acquisition best practices are much like
medicines. They are indicated for cer-

tain problems and provide specific bene-
fits. They can sometimes be harmful if
used improperly, in combination with
other practices, or in the wrong situation.
Practices take differing amounts of time
to produce their benefits. There can be
various levels of certification or caveats.
There are usually specific instructions (like
dosages or usage information). There is
definitely a cost to be weighed against the
benefit. And, finally, even with best prac-
tices, you sometimes need different levels
of expert advice to help select and imple-
ment them.

What if choosing a practice were more
like choosing a medicine? You could make
your choice based on your needs and reli-
able information. To do this, practices
would need to be described like medicines
– in a uniform, brief way so that you can
compare information and make educated
choices without reading a ton of material.
Medical information is backed up by a lot
of studies, clinical trials, approvals, and
usually, good science – but you do not need
to check out all that research. Of course, if
you want some additional information,
your pharmacist, doctor, or favorite med-
ical Web site probably can provide all the
nitty-gritty details you desire.

This is exactly the approach taken by
the Department of Defense (DoD)
Acquisition Best Practices Clearinghouse
(BPCh). It will provide brief, useful
descriptions of practices and their charac-
teristics based on carefully analyzed data.
Users can access the information accord-
ing to their preferences and needs. The
BPCh will also provide the trail of evi-
dence used to establish the characteristics

as well as advice on where to find out
more detailed information. With this
information, users can answer a wide
range of questions such as the following:
• Where can I find measurement prac-

tices that will work for my program?
• How do I find out if the accelerated

life testing practice my friend recom-
mended is useful or just hype?

• I want to add inspections to improve
my software quality. Are they worth the
cost and if so, what is a good first step?

• I have taken over an acquisition pro-
gram just after milestone B. What
practices should I look for in my con-
tractors?

• Our organization is implementing the
Capability Maturity Model® Integra-
tion (CMMI®) Acquisition Module.
What practices should I implement to
satisfy the project monitoring and con-
trol goals? 

• What practices can help me meet the
Office of the Secretary of Defense’s
(OSD) new policy on system engineer-
ing plans?

Sponsored by the Defense Acquisition
University (DAU), the assistant secretary
of defense for Network and Information
Integration, and the under secretary of
defense for Acquisition, Technology and
Logistics (AT&L), the BPCh will be a sin-
gle source for identifying, selecting, and
implementing validated acquisition-related
practices based on specific program needs.
The Fraunhofer Center at the University
of Maryland is developing the concept
and processes, Northrop Grumman
Information Technology will build the
operational system, and DAU will host
and continue to evolve the capability as an
integrated part of OSD’s knowledge-shar-
ing systems.

The BPCh comprises an integrated set
of processes, tools, data, and people that
maintain a continuously improving
resource of best practice information that
is readily accessible via a wide range of
methods. Figure 1 shows its operational
architecture, roles, and four basic process-
es: Best Practice Contributions, Best
Practice Handling, BPCh Usage, and
BPCh Operations.

The Best Practice Contributions process
provides a way for users to nominate prac-
tices for inclusion in the BPCh, or to pro-
vide additional data on current BPCh
practices.

The Best Practice Handling process is
what makes the BPCh special. It distills
information about practices – lessons
learned, research reports, measurement
data – into a practice profile that is easy to
understand and work with. Of course,
connectivity to the source material is pre-
served. Once created, these profiles are
maintained in a repository and serve as the
basis for recommending and selecting
practices. This process includes five pri-
mary phases:

News, Policies, and Updates

Introducing the Department of Defense Acquisition
Best Practices Clearinghouse 

Dr. Richard Turner
Systems and Software Consortium

This new capability will help acquisition personnel identify, select, and implement vali-
dated practices according to their programmatic needs.

Thursday, 21 April 2005
Track 3: 11:30 – 12:15 p.m.

Ballroom C

Kathleen Dangle
Fraunhofer Center, University of Maryland

Laura Dwinnell
Northrop Grumman Information Technology

John Hickok
Defense Acquisition University

® Capability Maturity Model and CMMI are registered in
the U.S. Patent and Trademark Office by Carnegie
Mellon University.

“The BPCh comprises
an integrated set of

processes, tools, data,
and people that

maintain a continuously
improving resource
of best practices
information ...”
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• Identification. Best practice sugges-
tions are submitted by information
providers as studies, lessons learned,
or other data. Leads will be collected,
reviewed, categorized, consolidated,
and prioritized into a continuously
updated ranked list of candidate prac-
tices.

• Quantification and Qualification.
The highest priority candidate practice
is investigated to gather more data,
build stories, and generate more
detailed practices if appropriate. This
results in better defined candidate
practices ready for characterization.
Practices may be tabled until more
information is available.

• Analysis and Synthesis. This step
defines the practice profile attributes,
builds a business case, and captures any
interrelationships with existing prac-
tices. The result is a practice package.

• Validation. The set of practice pack-
ages is reviewed by a panel of experts
in the relevant topic. Approved prac-
tices move on to the next phase. The
panel may, however, send packages
back to previous phases.

• Packaging and Dissemination. The
validated best practices are published
within the BPCh repository, simplified
implementation guidance may be
developed, and information about the
practice may be communicated to
users via a wide range of media.
A recommended practice must suc-

cessfully pass through the Best Practice
Handling process. Initially, there will be a
number of valuable practices with insuffi-
cient data available to pass. There will also
be new practices identified that may be
promising enough for the BPCh to main-
tain information about, but not necessari-
ly recommend to average programs. For
these reasons, practices will be character-
ized at a number of recommendation lev-
els. It is also possible that practices may be
identified as to be avoided under specific
conditions.

The Fraunhofer Center is developing
processes and tools to support Best
Practice Handling. The National Defense
Industrial Association, International
Council on Systems Engineering, and
Software Engineering Institute, along with
academic and defense organizations, will
support both Best Practice Contributions
and Best Practice Handling processes.

BPCh Usage is the process that helps
users identify and access information
about practices. Much thought is going
into the usefulness and usability of the
BPCh, particularly user access to its con-
tent. There will be numerous ways to

locate practices, including searching and
browsing. A number of search methods,
simple and complex, will be provided.
Multi-viewpoint browsing will let the user
look at practices organized in the way that
is most useful to them. Examples of view-
points include the following:
• DoD 5000 program phases and mile-

stones.
• System Engineering Plan sections.
• CMMI structure (staged and continu-

ous).
• Discipline (e.g., systems engineering,

software acquisition).
• AT&L functions/topics (e.g., program

manager, source selection).
• Program risks.

Due to the diverse nature of user
styles and information needs, the BPCh
will allow users to maintain user and proj-
ect profiles that can be used to filter the
practices presented and tailor agents that
notify the user of changes in the reposito-
ry or other BPCh events.

The BPCH Operations process ensures
the infrastructure required for the BPCh
to operate is maintained. With DAU oper-
ating the BPCh, it will be closely coupled
to the DoD acquisition knowledge infra-
structure with access both to and from the
AT&L Knowledge Sharing System,
“Defense Acquisition Guidebook,” Ac-
quisition Community Connection, and
other knowledge communities, as well as
DAU’s Learning Asset Repository. Infor-
mation on these can be found at <http://
akss.dau.mil> and <http://acc.dau.mil>.

An initial BPCh prototype is being
demonstrated at the April 2005 System and
Software Technology Conference in Salt
Lake City, Utah. An advanced prototype for
limited operational evaluation is scheduled
for demonstration at the NDIA Systems

Engineering Conference in October 2005.
Full online system operation and public
access is planned for fall of 2006.

The development team is working
closely with user groups to capture sce-
narios and identify the most useful infor-
mation content, functionality, and access
and display methods. The more potential
users who provide input, the better the
interface will be. If you are interested in
participating in a user group, as a user, or
as a practice provider, please contact the
project at <BPCH@fc-md.umd.edu> or
<http://acc.dau.mil/bpch>.u
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Figure 1: Best Practices Clearinghouse Components

Visit Us at SSTC

Stop by the BPCh booth No. 118 at SSTC
2005 and try out the prototype. Your
feedback will help make the BPCh a more
useful and usable tool for your needs.
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The overall goal of the Ports,
Protocols, and Services Management

Process (PPSMP) [1] is to improve both
the interoperability of joint applications
and the security of the overall
Department of Defense (DoD) informa-
tion infrastructure. The process supports
many people in many roles: program man-
agers, systems engineers, software devel-
opers, network operators, network securi-
ty managers, router and firewall adminis-
trators, etc.

The authors hope this article reaches
many of those people, and helps them
understand both the value of participat-
ing in the PPSMP and the services it can
provide.

For reader clarification, we begin this
article with a discussion of the basic terms
and concepts of computer network traffic
on the Internet: protocol, Internet proto-
col (IP), IP protocol, service/application

protocol/data service, and port.

Protocol
A protocol is simply an agreed upon way
to communicate or interact. This word
can have multiple meanings in different
contexts. The meaning and context will
become apparent below.

Internet Protocol 
The most fundamental protocol is the IP.
The international group Internet Engi-
neering Task Force (IETF) [2] sets the
standards for the IP. The IETF’s many
standards documents – both draft and
approved – called “Requests for Com-
ment (RFC),” are at <www.ietf. org>.

The core principal of the IP is that all
information travels between computers in
data bundles called packets rather than in
a continuous stream. Any information, for
example a computer file, can be divided

into packets by the sending computer and
the packets reassembled into the complete
file by the receiving computer. The IP
defines several structures so this can hap-
pen. The two most important are an
addressing scheme and a defined packet
structure. Figure 1 illustrates the IP com-
munications concept.

An IP address is like a computer’s tele-
phone number. You may have seen these
four groupings of numbers separated by
periods (or dots). Those are IP addresses
as defined under Version 4 of the IP stan-
dard currently in use internationally.

Each of the four number groups can
be any number from 0 to 255. Many coun-
tries, as well as the DoD, are upgrading to
IP Version 6 (IPv6), which uses a very dif-
ferent address scheme. To save space, this
article does not discuss IPv6 addressing.
Many resources on IPv6 are available for
the readers1.

Once two computers find each other,
they need to agree on how to communi-
cate. The defined packet structure assists
in this process. Very simply, each packet
has two major parts: the header, with
information about the packet, and the
payload, with the actual data. Figure 2
illustrates this concept.

More than 100 standard rule sets, each
with a different purpose, are available for
the computer-to-computer communica-
tion. Here are examples of a few of the IP
protocols most often seen on networks:
• Protocol 1: ICMP - Internet Control

Message Protocol. ICMP packets
allow two operating systems to trade
status messages. A ping is a single
packet sent from one computer to
another that means simply, “Are you
there?” If the receiving computer is
listening for the ping and chooses to
admit it is available for further contact,

Software Engineering Technology

Ports, Protocols, and Services Management 
Process for the Department of Defense

Dana Foat
Defense-Wide Information Assurance Program Office

All automated information systems (AIS) used on Department of Defense (DoD)
data networks must register the data communication modes identifying the ports, proto-
cols, and application services (PPS) used, and the network boundaries crossed.
Compliance with the PPS requirements will reduce development time and cost, increase
security, speed certification and accreditation steps, enhance AIS interoperability across
the department, and speed operational deployment of all new and updated AIS in
DoD. This article introduces the PPS basic concepts, and demonstrates how developers
and program managers can comply with the PPS requirements, leverage the security
analysis provided by the management office, and obtain the benefits listed. 

Tuesday, 19 April 2005
Track 1: 4:50 – 5:35 p.m.

Ballroom A

David R. Basel
Defense Information Systems Agency

Cragin Shelton
The MITRE Corporation

Figure 1: IP Communication
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it replies with a one-packet ping reply,
which tells the first computer, “Yes,
I’m here and listening.”

Why is it named ping? The name is
borrowed from the world of sub-
marines and sonar. Think back to
every submarine movie you have seen.
The sound sent out by the sonar is
called a ping, because of the way it
sounds on the speakers when reflected
back to the submarine by the enemy
ship lurking in the distance.

• Protocol 6: TCP - Transmission
Control Protocol. TCP packets sup-
port positive confirmation that each
chunk of data (packet) arrived intact
and unchanged. This confirmation is
essential when sending data that must
not be lost or corrupted, such as a
database record.

• Protocol 17: UDP - User Datagram
Protocol. UDP packets can carry any
content data, but they do not provide
a feedback mechanism to confirm
receipt of intact data. UDP is used to
push large amounts of data (packets)
out from the computer, and it is not
critical if some of them get lost or
broken, such as streaming audio or
streaming video.

• Protocol 50: ESP - Encapsulating
Security Payload. ESP packets have
the primary data encrypted; only the
sender and receiver, who have the right
encryption keys, can read the data.
This protection of confidentiality is
part of the IP security set of stan-
dards, and is the basis for many virtual
private networks.
Here is jargon watch No. 1: Protocol is

the first word in this discussion with mul-
tiple meanings. The IP defines the overall
structure of packets and IP addresses. The
IP protocol defines the major type and
function of packets. (Yes, spelling out IP
protocol as Internet protocol protocol does
sound redundant, but it is accurate. That is
why you never see it spelled out.) The next
term to be discussed, service, is also called
the application protocol. In the context of
the PPSM, protocol most often refers to
the IP protocol.

Service 
Once two computers are communicating
with the proper hardware system address-
es (IP address), and computer-to-comput-
er packet type (IP protocol), the individual
programs on each computer still need to
communicate properly. The programs
must exchange data in the right format
and packet structure for the programs
themselves to understand. The rule for
the agreed format at this level is called var-

iously the application protocol, data service, or
simply service. All three terms refer to the
same aspect of the packet.

While the IP has provisions for up to
only 256 different protocols, it has set no
limit on the number of possible services.
Every application programmer could
devise unique services for the programs to
use to communicate over a network. In
the interests of both interoperability and
ease of programming, most do not.
However, new programs introduce new
services every year. Some are proprietary,
while others become widely used stan-
dards.

There are thousands of these services
or application protocols because different
types of programs need different types
and orders and formatting for their data.
Programmers who hope to see an appli-
cation protocol become a standard may
publish the specification as a RFC with

the IETF, but they are not required to do
so. Figure 3 illustrates the use of these
services.

Examples of well-known and com-
monly used services include hypertext
transfer protocol (http), used for sending
Web pages; file transfer protocol (ftp),
used for moving entire data files between
computers; and telnet, used for remote
computer terminal connections.

Within the packet-structure logic
described so far, generally only two proto-
cols carry packets that contain a defined
service at the next level: TCP and UDP. In
fact, many services can travel in either.
Program architects decide which protocol
to use depending on whether the priority
is higher speed or packet-count through-
put (UDP), or 100 percent intact packet
arrival (TCP).

Here is jargon watch No. 2: Within the
PPSM, service refers to the data service or

Figure 2: IP Protocols

Figure 3: Service
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application protocol as just described.
However, in the world of network engi-
neering, service can refer to a level or qual-
ity of service of the network (actual data
transport speed limit and network avail-
ability). Service can also refer to a catego-
ry of application running on a computer
such as a Web service, a file service, a time
reference service, a chat service, and so
forth. A computer running one or more
services is called a server (Web server, file
server, time server, or chat server, for
example).

Port
The IP address sends each packet to the
right computer. The IP protocol tells the
receiving computer the packet type. The
service indicated in the packet tells the
receiving program the data structure.
However, each computer may have many
different programs running at the same
time. And each program may be having
conversations with more than one other
computer at the same time.

For instance, a file server may be
receiving thousands of requests to send
out files to individual remote computers
in the same minute. If the server agrees to
support all of those requests, it needs
some way to sort the incoming traffic to
keep track of each two-way conversation,
or session, separately.

The concept of the port provides the
tool for managing multiple simultaneous
sessions. For TCP and UDP packets with
defined services, each packet also specifies
a port number. The standard packet struc-
ture reserves enough room for the port
number so it could be any number from 0
to 65,535.

Think of each computer as an office

building with one street address (the IP
address), but many mailboxes for the sep-
arate offices. Think of the port number as
the number on each of those internal
mailboxes. Some offices (programs) by
agreement use a standard local mailbox
(port) number. For example, bulk mail
delivery goes to port 25, requests for Web
pages go to port 80, and requests for ter-
minal sessions (telnet) go to port 23.
Figure 4 illustrates the use of ports.

To help keep multiple conversations
separate once a contact is started the host
may say, “Send everything else for this
session to one of my high number boxes.
This is temporary, just for this exchange.”
These are dynamic or transient (or ethere-
al) ports.

By convention and as defined by both
the IETF and the Internet Assigned
Numbers Authority (IANA) [3], port
numbers from 0 to 1,023 should be used
only for the standard services as registered
with IANA. Other services should use
port numbers above 1,024. Developers
may, if they wish, register with IANA any
proprietary or non-standard service’s use
of particular ports above 1,024. This does
not really reserve those ports for only that
use, but it does notify all network users
and engineers of the planned use.

Here is jargon watch No. 3: In the con-
text of the PPSM and IP packet headers,
port refers to the number that helps man-
age communication sessions. This infor-
mation is important to network engineers
and administrators who manage routers
and firewalls, as described in the next sec-
tion. However, those same router and fire-
wall administrators also use port to refer
to the physical connection on hardware
where they plug in a network cable.

Boundary Filtering - Routers and
Firewalls
So, why does the PPSM care about all of
those standards? Because network admin-
istrators can use them to enforce rules on
network traffic via routers and firewalls.
Figure 5 illustrates the use of firewalls.
These rules can help limit traffic, block
problem traffic, and allow favored traffic.
Many network management and security
devices can use the information in packet
headers to decide how to handle the pack-
ets. Remember, each packet begins with a
header, which is like an envelope, contain-
ing the following information: IP address
from, IP address to, IP protocol (packet
type), service type (if needed), port num-
ber (if needed).

Administrators can devise and apply
rules based on header items, as follows:
• Deny any traffic that comes from a

particular IP address or range of
addresses.

• Deny any traffic that uses a service for
a program that only insiders should be
using.

• Allow any traffic using the standard
port for a standard service (application
protocol).

• Deny any traffic using a nonstandard
port for a service declared.

Policy and Process
The purpose of the ports and protocols
policy is to provide the DoD with a
framework for managing the use of PPS
implemented within DoD information
systems. This allows network administra-
tors to know what data types are expected
on their networks. At the same time it
provides information on what types of
traffic to block to protect the network.

The PPS policy, DoD Instruction
8551.1 [1], states that PPS that are visible
to DoD-managed network components
shall undergo a vulnerability assessment,
be assigned to an assurance category, be
appropriately registered, be regulated
based on its potential to cause damage to
DoD operations and interests if used
maliciously, and be limited to only the PPS
required to conduct official business. In
this section, we will discuss the processes
of vulnerability assessments and assur-
ance category assignments, the regulation
of use or elimination of PPS within the
DoD space, and the registration of infor-
mation systems.

Vulnerability Assessments
Vulnerability assessments identify the
security limitations of PPS. Any known
countermeasures to limit the exposure of
the vulnerability are identified in this

Figure 4: Ports

 



process. This research is performed by the
Technical Advisory Group (TAG), which
consists of subject matter experts from all
of the DoD components, supported by
technical expertise from the companies
EDS and NetSec under the Defense
Information Systems Agency (DISA)
Information Assurance [4] contract.

Because of the complexity of some
proprietary protocols, it may be necessary
to invite service providers to explain the
operation of their protocols. The vulnera-
bility assessment reports are available at
<http://iase.disa.mil/por ts/index.
html>.

Assurance Category Assignments
Assurance category assignments identify
the relative strength of PPS. The guidance
discourages the use of low assurance PPS
lacking adequate security countermea-
sures (category Red); accepts the use of
medium assurance PPS, provided docu-
mented countermeasures are implement-
ed (category Yellow); and encourages
using high assurance PPS, which is con-
sidered a best practice when documented
countermeasures are implemented (cate-
gory Green).

Although this research is performed
by the TAG, it is verified by the
Configuration Control Board (CCB) to
ensure that proposed countermeasures
may be implemented in an operational
network environment. The results of this
process are documented in the PPS
assurance Category Assignments List
(CAL) [5].

Regulation
The regulation of the PPS in DoD net-
work space is a Defense Information
System Network Security Accreditation
Working Group (DSAWG) decision based
on the recommendation of the CCB and
the vulnerability assessment reports. The
goal is to allow only those PPS that are
required to conduct official business to
cross enclave boundaries. In general, any
PPS labeled as Red must not cross any
enclave boundary into the DoD network
space.

After issuance of the DSAWG deci-
sion, users of information systems imple-
mented with Red PPS will be notified and
the DoD PPS program manager (PM) will
assist them with compliance. Within the
two-year compliance timeframe, the infor-
mation system may be redesigned with a
more secure PPS (Yellow or Green), mod-
ified to alter the communications path, or
implemented within a Virtual Private
Network (VPN) solution.

Although a PPS may be labeled as

Red, that category assignment does not
necessarily mean that its use will be imme-
diately eliminated from the DoD network
space. With the assistance of the DoD
PPS program manager, a DoD compo-
nent may request an appeal for the imple-
mentation of the PPS within the informa-
tion system to the DoD chief information
officer. For some PPS designated as Red,
there may be no more secure alternatives.

The TAG will review these PPS peri-
odically to determine if new countermea-
sures provide adequate protections or if
more secure alternative solutions become
available. The DSAWG decision dates for
the PPS are published in the CAL.

Registration
DoD Instruction 8551.1 requires that all
existing, new, and planned DoD informa-
tion systems visible to DoD-managed net-
work components must be registered in a
PPS registry maintained by DISA. This
process ensures that all necessary ports
remain open as long as a DoD informa-
tion system has PPS that cross enclave
boundaries into the DoD network space.

Each DoD component has a point of
contact (POC) who is authorized to regis-
ter information systems. A list of the
POCs is available at NetDefense Joint
Task Force-Global Network Operations
[6]. Once registration is completed, the
process will automatically notify DoD
network administrators to open ports and
protocols as required on appropriate
DoD routers and firewalls.

If the registration is for a new PPS
configuration in a newly developed or
newly acquired DoD information system,
or for a modification of an existing DoD
information system, the PPS will be tem-
porarily opened, as required, until the

DSAWG has accepted the risk of the PPS
within the DoD network space. The
assessment and assignment of categories
to PPS takes approximately three months.
Therefore, it is important to register infor-
mation systems as soon as possible in the
development or acquisition process to
ensure availability of the intended PPS.

Benefits
Information system managers, architects,
and developers in today’s software devel-
opment environment are rapidly being led
to the realization that security is not an
add-on feature but must be identified as a
core requirement from the beginning.
This concept is also referred to as baked in
security. The PPSMP registration process
enables DoD components to identify and
eliminate poor business and security prac-
tices (e.g., unencrypted remote manage-
ment of routers and firewalls from the
Internet). This section identifies the bene-
fits of the PPSMP to PMs, system engi-
neers, software developers, designated
approving authorities, and network opera-
tions staff.

Many protocols and network-based
services were designed by people who
were not concerned with malicious behav-
ior. As a result, a computer that uses these
protocols and services is exposed to
attack. However, many of these risky pro-
tocols and services are useful, and a few
are even necessary.

One way of dealing with the risky pro-
tocol problem is to limit the population
that can interact using a particular proto-
col or service. In practice, this is often
done by limiting the use of a risky proto-
col to the local workgroup, or local area
network. A firewall or filtering router
blocks the protocol at the group bound-
ary, thereby shielding members of the
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group from the people on the outside who
might attack machines on the inside that
have the protocol enabled. Although in
this case a firewall is an enabler of a capa-
bility, it can also cause interoperability
problems if people or applications on
either side of the boundary must use that
risky protocol for essential communica-
tion across the boundary.

The ports and protocols process is the
method the DoD uses to determine the
riskiness of particular protocols and serv-
ices, and then balances that risk against
the operational utility of the protocol
with guidance on when and how to use
the protocol and service.

Program Managers
By providing PMs with the list of
approved PPS, the DoD allows PMs to
target the acquisition of systems and sys-
tem components that must meet interop-
erability goals and information assurance
goals. DoD PMs can request that the
PPSMP process review considers using
PPS prior to making costly implementa-
tion decisions. The DoD PPSMP was
developed with the understanding that
DoD PMs are continually focused upon
multiple challenges, as follows:
• Provide and refine products and serv-

ices in conjunction with the mission
element needs statement, required
operational capability, major automat-
ed information system review council,
and defense information technology
security certification and accreditation
process processes.

• Meet the schedule.
• Execute fiscal responsibility.
• Minimize fielding costs.
• Minimize software maintenance costs.
• Reduce time to accredit and time to

field.
PMs will no longer need to develop

multiple system baselines to comply with
different component firewall policies. The
PPSMP (DoD Instruction 8551.1, para-
graph 4.8) requires network security
administrators to open enclave bound-
aries for properly registered AISs using
recommended PPS. Early adopters of the
PPSMP are Health Affairs and the High
Performance Computing Office.

System Engineers
The PPSMP provides the ability to
choose compatible products early in the
system development cycle and supports a
standardized architecture, which reduces
configuration management issues with
network connections. The PPSMP also
simplifies the accreditation process by
encouraging standard implementation

and consistent reporting methods. It
reduces rework costs for system fielding
due to PPS cross-component conflicts.

Software Developers
Software developers will be able to use
the standard implementation configura-
tions provided in the CAL. The configu-
rations identified in the CAL provide the
target architectures that have been vetted
by the DSAWG.

Designated Approving Authorities
The PPSMP supports the designated
approving authorities (DAAs) by identify-
ing the technical risk of using specific
PPS. This identification enables the

DAAs to perform informed risk assump-
tion evaluations and decisions. The
PPSMP also reduces DAA staff evalua-
tion time for registered AISs and PPS,
which use standard configurations and are
fielded in full compliance with DISA
security technical implementation guides.

Network Operations Staff
The Network Operations staff includes
both network operators and system
administrators. The PPSMP supports the
Network Operations staff by providing
standard implementation configurations,
standardizing router configurations with
predefined rule sets to be used as required
to meet operational requirements, and
reducing hostile/unintended traffic.

Network operators are responsible for
the operations and maintenance of major
segments of managed networks. Network
Operations customers include the United
States Strategic Command Joint Task
Force-Global Network Operations (JTF-

GNO), DISA operations, JTF-GNO
Global Network Center, Global Network
Support Center, Theater Network
Centers, NetDefense, and Computer
Emergency Response Teams and
Network Operations Centers of the DoD
components.

System administrators are responsible
for the installation and maintenance of
information systems, providing effective
information system utilization, and ensur-
ing the use of adequate security parame-
ters and sound implementation of estab-
lished information assurance policy and
procedures.

Benefits realized by the Network
Operations staff include advance notice
of specific vulnerabilities, potential
attack vectors known before exploits
exist (e.g., Blaster, Slammer), and aid in
the immediate impact analysis of poten-
tial port closures during attack/protec-
tion decisions. Other benefits include the
standardization of router configurations
with predefined rule sets to be used as
required and the reduction of
hostile/unintended traffic.u
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The basic process for addressing
unexpected security-relevant flaws

in any commercial or open source soft-
ware used in any organization, including
the Department of Defense (DoD),
starts with the discovery of a security-
relevant flaw in that software. The dis-
coverer could be the software creator, an
outside researcher, or a software user.
The next step is usually for the software
creator to be informed of the potential
security-relevant flaw to start evaluating
it and looking for potential resolutions.

Eventually, a fix and possible work-
around to the flaw(s), if it turns out to
be real, are released to software cus-
tomers. This is usually done via a securi-
ty advisory or bulletin from the soft-
ware creator and/or by the researcher
who discovered the flaw. Subsequently,
the community of security tool develop-
ers that checks for security flaws in
deployed software starts the task of fig-
uring out how to check for this new
public security flaw and its fixes.

For most of these developers, their
only information to start with is the narra-
tive from the security advisory or bulletin.
In short order, most security assessment
tool developers will update their tools to
look for and report systems status regard-
ing this new security-relevant flaw. Exactly
how each tool checks for the flaw and its
possible resolution is usually not known to
the tool users.

DoD’s Current Flaw
Management and
Measurement Process
In the DoD, there is keen interest in

ensuring that critical security-relevant
flaws are sought out and addressed in a
timely manner. Not all flaws that are dis-
covered and made public will be relevant
to the DoD. Only those that involve the

specific platforms, operating systems,
and applications in use in the DoD are
of interest.

The DoD process of identifying
which publicly known flaws need to be
addressed and the timeframe for
addressing them results in one of three
notifications: Information Assurance
Vulnerability Alerts (IAVAs), Infor-
mation Assurance Vulnerability Bulle-
tins (IAVBs), and Information As-
surance Vulnerability Technical Advi-
sories (IATAs) [8, 9]. Depending on the
potential impact of the flaw, it will be

included in one of these three notifica-
tions – unless the impact is thought to
be insignificant.

DoD organizations are responsible
for addressing the flaws discussed in
these different notifications and for
recording their progress and completion
in resolving the flaws. Collectively, this is
referred to as the IAVA process. A new
flaw that must be assessed, reported
upon, and remediated can be referred to
as a new IAVA requirement.

Today, that process is very dependent
on manual reporting methods, as illus-
trated in Figure 1, which starts with a
known compliant system that has
addressed all known flaws. The figure
shows how the discovery of a new flaw
proceeds to the assessment for that flaw,
followed by the reporting of the status
with respect to that flaw, and the reme-
diation of the flaw, with the subsequent
return to a known compliant state.

Quick, Complete, and
Dependable Knowledge
There are many opportunities for
improving the original IAVA process
and the information sources upon
which it relies. Some of the most strik-
ing opportunities are improving the
quality of the information contained in
the original announcements about new
flaws; improving the accuracy, com-
pleteness, and timeliness of security tool
vendor’s incorporation of tests for new
flaws; minimizing the dependence on
manual reporting within the enterprise;
overcoming the difficulty in combining
reports and findings from various tools

Transformational Vulnerability Management
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The Department of Defense’s (DoD) new enterprise licenses for vulnerability assess-
ment and remediation tools [1, 2] require using capabilities that conform to both the
Common Vulnerabilities and Exposures Initiative’s [3] and the Open Vulnerability
and Assessment Language Initiative’s [4] standards efforts, as does a new Air Force
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information assurance posture of their network-enabled systems with respect to vulner-
abilities, configuration settings, and policy compliance. In combination with procedural
changes, the adoption of these [6] and other standards such as the National Security
Agency’s Extensible Markup Language Configuration Checklist Data Format [7],
are making it possible to radically improve the accuracy and timeliness of the DoD’s
remediation and measurement activities, which are critical to ensuring the network and
systems integrity of their network-centric warfare capabilities.
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due to differences in their format, test
criteria, and test methods; and eliminat-
ing the need for reassessment as part of
the remediation process. The opportu-
nity for improvements in all of these
areas comes from the lack of standardi-
zation in the vulnerability management
arena.

Standard Machine-Readable
Flaw Definitions
Why do we tolerate having each security
tool developer re-create the knowledge
of how to identify a new flaw? We all
know the organization that tells every-
one about the flaw has much more
knowledge about it. Usually, they have
been studying the flaw and its possible
remediation methods for some time
while they prepare to make the flaw
public. If the flaw discoverer could pass
his or her knowledge along to the tool
developers in a quick and precise way,
we all would benefit, especially if it was
done in a non-exploitive manner. Most
advisory/bulletin writers try to explain
how to determine if you have the flaw
they are writing about. However, they do
it in narrative English and without any
consistency. The Open Vulnerability and
Assessment Language (OVAL) Initiative
[4] is an extensible markup language-
based language standard that is specifi-
cally designed to address this issue.

Different Criteria
Why do we put up with different tools
using alternative methods to determine
whether a particular flaw exists on one
of our systems? Currently, one assess-
ment tool might examine the banner
reply from a networked service to deter-
mine whether the flawed software is
installed. Another tool may try an
exploit over the network to see if the
flaw exists. A third tool might authenti-
cate itself to the system to gain access to
the file system-level information, deter-
mining whether the flawed software ver-
sion is installed and then checking for
the appropriate patch or service pack.
Finally, a fourth tool may conduct these
system-level checks, and then also check
whether other remediation approaches,
like changing the ownership of the
flawed software to root (which makes it
unavailable for general users to run),
could make the flaw unexploitable.

If an organization has different tools
using different testing methods – with
most of the test criteria being hidden –
it is easy to see that combining the
results of tools may not be straightfor-

ward. Additionally, not knowing how a
tool is checking for a flaw can make it
very difficult to determine whether sys-
tems are safe or exploitable. With such a
large variety of test methods and results,
most remediation tools treat the results
of assessment tools as good suggestions
of where to start looking for flaws, and
then end up doing their own assessment
before making recommendations on
remediation approaches. Since time is a
critical factor, why should we be doing
assessments for the same flaws more
than once? 

The OVAL Initiative is designed to
address these issues. Additionally, most
network assessment-based tools are
adding capabilities to allow for authenti-
cated access to systems so they can pro-
duce more definitive findings as to
whether a particular flaw exists on a sys-
tem. This trend allows network tools to
use OVAL test definitions for these new
checks.

Combining and
Communicating Vulnerability
Assessment Information
What would be the impact from having
a choice of different assessment tools
that were all using known testing criteria
and each provided standardized results?
Assuming that these results contained
the minimum necessary information to
allow an organization to combine the
findings of different tools to create an
organizational status report, we could
stop trying to use a single, all-encom-
passing tool and instead select appropri-
ate tools based on what they do well. For
instance, one tool might do well on net-
work components like routers and

switches, another tool might cover secu-
rity appliances, another tool may address
Windows-based standard applications,
another Solaris, and so on.

With standard results formats and
structures, we could get the enterprise
insight we need without giving up the
power of specialization. The OVAL
Initiative’s Result Schema is specifically
aimed at addressing this. Additionally,
with the right type of information being
passed along we could eliminate some
portion of the redundant assessment
work that remediation tools are forced
to undertake today.

DoD’s Future Flaw
Management and
Measurement Process
By utilizing the Common Vulnerabilities
and Exposures (CVE) Initiative [3],
OVAL, and eXtensible Markup Lan-
guage (XML) Configuration Checklist
Data Format (XCCDF) standards [7],
the DoD will be able to transform the
IAVA process into one that is predomi-
nantly based on machine-to-machine
information flows that will improve the
accuracy, timeliness, and manpower
needed to address the flaws that are
found in software.

Figure 2 (see page 14) illustrates the
revised IAVA process. New IAVA
requirements include OVAL definitions on
how to identify the new issue.
Assessment tools are capable of using
the OVAL definitions; they report their
findings per the OVAL results XML
standard. These same standard-based
results are fed into the reporting process
and the remediation process. Various
procurements have started requiring

Figure 1: IAVA Process



support for the standards that will
enable the transition to this new IAVA
process. Work in transforming current
checklists and checking guidelines into
these standards is also under way, which
will set the stage for the formal process
to be changed.

Dealing With More Than
Vulnerabilities
The DoD, like many organizations, has
established criteria for how its operating
systems and standard applications are
configured. These criteria are usually dif-
ferent from the way the software suppli-
ers ship the software from their distribu-
tion facility. The DoD, through the work
of the Defense Information Systems
Agency (DISA), the National Security
Agency (NSA), the Center for Internet
Security (CISecurity), and several ven-
dors, has reached a consensus over the
past few years on how operating systems

and applications can be locked down to
safer configurations. These settings can
be checked by the free tools that
CISecurity provides, but in the near
future these configuration checks will be
available as machine-readable XML pol-
icy documents that use a combination of
NSA’s XCCDF and OVAL [10].
Additionally, the DoD’s Security
Technical Implementation Guidelines’
configuration guidance [9] can be
expressed as XML documents using
XCCDF and OVAL, which would make
both of these collections of policy tests
on configuration settings usable within
commercial and open source security
tools that are able to import the XML
test definitions.

Similarly, the testable portions of
other policy efforts can be expressed as
a combination of XCCDF and OVAL
XML. Doing so opens the door to
increased automation and improved
fidelity in enterprise status reporting and

management with respect to these
efforts. The Director of Central
Intelligence Directive (DCID) 6/3 [11],
Defense Information Assurance Cer-
tification and Accreditation Process
(DIACAP), Federal Information Secur-
ity Management Act (FISMA) [12], and
The SANS [SysAdmin, Audit, Network,
Security] Institute’s Top 20 [13] can all
benefit from the clarity and automation
that expressing their goals in machine-
readable standardized languages pro-
vides. It can probably also significantly
change the amount of time and labor
that organizations dedicate to reporting
and managing these efforts, versus
adjusting its systems to comply with
them. Figure 3 illustrates how adoption
of these types of standards could look.

Patch Applicability Testing
The same types of information that are
used to test for flawed software, miscon-
figurations, and adherence to stated poli-
cies can be used to check whether a par-
ticular patch can be applied to a system.
The OVAL language includes a patch def-
inition type that will support testing
whether the prerequisites for a patch are
fulfilled, allowing an assessment tool to
determine whether a particular patch can
be applied to a system. Collectively, the
CVE, OVAL, and XCCDF standards
describe a collection of interoperable
functionality that will streamline the way
security assessment and management are
applied in the enterprise, opening the
door for more interoperable and compos-
able tool support as shown in Figure 4.

Conclusion
The DoD’s new vulnerability and con-
figuration standardization efforts are
focused on the elimination or minimiza-
tion of manual and non-automated
aspects of these areas. The DoD is mov-
ing to its new process by requiring the
inclusion of CVE names and standard-
ized OVAL XML vulnerability and con-
figuration tests in software supplier’s
alerts and advisories, and by acquiring
tools that can import new and future
OVAL XML test definitions and export
their findings as standardized OVAL
XML results.

By also obtaining capabilities that
can import the OVAL XML results for
remediation, organizational status
reporting, and generating certification
and accreditation reports, the DoD will
have created a focused, efficient, timely,
and effective enterprise incident man-
agement and remediation process by
adopting information security products,
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services, and methodologies that sup-
port the CVE naming standard and use
OVAL test definitions and results
schemas. By also adopting the XCCDF
standard, the DoD will be able to take
the improvements in these areas on to a
fuller set of policy and configuration
management arenas.

Collectively these changes will dramat-
ically improve the insight and oversight of
the security and integrity of the systems
and networks underlying tomorrow’s net-
work-centric warfare capabilities.u

Acknowledgments
The summary work contained in this
article is based on the efforts of a large
number of individuals; a special thanks
is given for the contributions of Julie
Connolly.

References
1. Defense Information Systems

Agency. “DISA IASSURE, Contract
2004, Task Order 232, Statement of
Work for eEye Digital Security’s
Retina.” Washington: DISA, 3 June
2004 <www.ditco.disa.mil/public/
discms/IASSURE/00232_00.doc>.

2. Defense Information Systems Agency.
“DISA IASSURE, Contract 2004,
Task Order 254, Statement of Work
for Citadel’s Hercules.” Washington:
DISA, 24 Sept. 2004 <www.ditco.
disa.mil/public/discms/IASSURE/
00254_00.doc>.

3. The MITRE Corporation. “The
Common Vulnerabilities and Expo-
sures (CVE) Initiative.” Bedford,
MA: MITRE Corporation <http://
cve.mitre.org>.

4. The MITRE Corporation. “The
Open Vulnerability and Assessment
Language (OVAL) Initiative.”
Bedford, MA: MITRE Corporation
<http://oval.mitre.org>.

5. Fisher, Dennis. “Microsoft, Dell
Snag Air Force Deal.” eWeek 29 Nov.
2004 <www.eweek.com/article2/
0,1759,1731420,00.asp>.

6. Department of Defense. “Infor-
mation Assurance (IA) Implementa-
tion.” DoD Instruction 8500.2,
Section VIVM-1, Vulnerability Man-
agement, Mission Assurance Cate-
gories I, II, and III. Washington:
DoD, 6 Feb. 2003: 64, 75, 84 <www.
dtic.mil/whs/directives/corres/
html/85002.htm>.

7. Ziring, Neal. “Specification for the
Extensible Configuration Checklist
Description Format (XCCDF).” Ed.
John Wack. Washington: National
Institute of Standards and Technolo-

gy, Jan. 2005 <http://csrc.nist.gov/
checklists/docs/xccdf-spec-1.0.
pdf>.

8. Defense Information Systems
Agency. DISA IAVA Process Hand-
book. Ver. 2.1. Washington, DC:
DISA, 11 June 2002 <www.tricare.
osd.mil/contracting/healthcare/
solicitations/TDP/0000/00_Attach
ment_16.pdf>.

9. Joint Task Force – Global Network
Operations/NetDefense [DoD-
CERT]. 25 Jan. 2005 <www.cert.
mil>.

10. Beale, Jay. “Big O for Testing.”
Information Security Dec. 2004
<http://infosecuritymag.techtarget.
com/ss/0,295796,sid6_iss526_art
1075,00.html>.

11. Federation of American Scientists.
“Director of Central Intelligence
Directives 6/3 Protecting Sensitive
Compartmented Information Within
Information Systems.” Washington:
FAS, 5 June 1999 <www.fas.org/
i r p / o f f d o c s /DC ID _ 6 - 3 _ 2 0
Policy.htm>.

12. National Institute of Standards and
Technology. “Federal Information
Security Management Act of 2002.
Title III – Information Security.” E-
Government Act (Public Law 107-
347), Dec. 2002 <http://csrc.nist.
gov/policies/FISMA-final.pdf>.

13. The SANS Institute. “The Twenty
Most Critical Internet Security
Vulnerabilities - The Experts Con-

sensus.” Ver. 5.0. Bethesda, MD: The
SANS Institute, 8 Oct. 2004 <www.
sans.org/top20>.

Figure 4: Standard-Enabled Information Security Automation

About the Author

Robert A. Martin is a
principal engineer in The
MITRE Corporation’s
Information Technolo-
gies Directorate. For the
past five years, Martin’s

efforts have been focused on the inter-
play of risk management, cyber security
standards, critical infrastructure protec-
tion, and the use of software-based tech-
nologies and services. He is a member of
the Association for Computing Machin-
ery, the Armed Forces Communications
and Electronics Association, the Insti-
tute of Electrical and Electronics En-
gineers (IEEE), and the IEEE Com-
puter Society. Martin has a bachelor’s
degree and a master’s degree in electrical
engineering from Rensselaer Polytechnic
Institute, and a Master of Business
Administration from Babson College.

MITRE Corporation
202 Burlington RD
Bedford, MA 01730-1420
Phone: (781) 271-3001
Fax: (781) 271-8500
E-mail: ramartin@mitre.org



16 CROSSTALK The Journal of Defense Software Engineering May 2005

Many organizations are looking seri-
ously at agile methods to see if there

are benefits to be gained across a broader
range of projects. Unfortunately, today
these methods are often misunderstood
and misapplied. To aid understanding, let
us start with some fundamentals and mis-
perceptions.

The Agile Manifesto, which was put
together by the founders of many of the
most popular agile methods, contains four
value statements:

• We value individuals and interac-
tions over processes and tools.

• We value working software over
documentation.

• We value customer collaboration
over contract negotiation.

• We value responding to change
over following a plan. [1]

A key agile value is customer collabora-
tion. This value can be observed through
User Stories [2] that are employed by
eXtreme Programming (XP) for require-
ments. User Stories are intentionally high-
level with details worked out collaborative-
ly and informally between developer and
customer. Nevertheless, I have heard a
customer say, “I do not see how agile can
help, because I need all my requirements.”
The belief that agile means that customers
must live without all requirements is a mis-
perception.

Another common agile value is work-
ing software demonstrated to customers
often through short development itera-
tions. The motivation for this value is the
belief that a better way to ensure customer
needs are met is through working software
rather than through formal written words.

In response, I have heard customers
and contractors say the following:
• “The lack of up-front planning and re-

quirements on agile projects leads to
chaos.”

• “Short iterations do not work on large
projects because there isn’t time to get
the design done.”

• “Short iterations on complex projects
lead to team burnout.”
To motivate and provide greater

insight, let us now discuss six agile myths.

Myth 1:Agile Methods Do Not
Include Plans and Requirements
Many who claim to be agile are in fact
using a code-and-fix approach. Agile is not
code and fix. It is both incremental and
iterative; however, its iterative aspect is
often misunderstood. Iterative means that
inside each increment there are smaller
cycles of development occurring (each
usually from four to 12 weeks).

The important point often missed is
that each iteration is not just code, but
includes plans, requirements, design, code,
and test. Those familiar primarily with tra-
ditional development methods used on
large projects often do not understand
how this is possible. The key to agile lies in
the fact that the activities, their sequence,
and the resultant agile artifacts are not tra-
ditional.

If you are a customer or manager
familiar only with traditional development
methods and you want to take advantage
of agile methods, then you will want to
know how to distinguish agility from code
and fix. Understanding a few practical
rules can help.

Practical Rule 1: Every Agile Iteration
Is Planned and Measured Regardless
of Iteration Length [3]
Agile projects use a two-tier approach to
plans: a long-term, coarse-grained plan,
and a short-term, fine-grained plan. [4].
On agile projects, planning occurs contin-
ually to ensure the team is always focused
on the most important things now. I was asked
by one client, “How can I tell if my team

is really doing agile planning, or just react-
ing to the next fire?” Asking your team the
following two questions can help.
• Question 1: “How do you determine

the most important things?” After you
ask this question, listen for the word
risk. If your team is really doing agile
planning, you should hear how the
risks perceived by both the develop-
ment team and the customer are being
handled collaboratively. Teams that are
reactive often do not take time to col-
laborate.

• Question 2: “How do you reflect the
results of your continual planning?” If
you hear, “We are agile so we do not
document our plans,” then your team is
not agile. Contrary to what you might
have heard, agile teams do document
their plans, but the resultant planning
artifacts look different. Examples of
agile planning artifacts are allocation of
user stories to iterations, and task sign-
up sheets.

Myth 2: Agile Methods Do Not
Allow Requirements Control 
Agile methods do not guarantee require-
ments control, but they do allow it. One
way requirements can be controlled with
agile methods is to use two levels of
requirements. The first level is the high-
level User Stories that scope the complete
project. This level includes features that
have not yet been fully analyzed. In Scrum
this potential work is placed on what is
referred to as the Product Backlog.

The second level of requirements is
developed collaboratively with the cus-
tomer and establishes in greater detail and
clarity the work and priorities for the next
iteration. In Scrum this work is referred to
as the Sprint Backlog.

Not long ago, the company president
of one of my agile clients was having a
beer with one of his customers. As the
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customer was explaining a desired feature,
the president looked the customer in the
eye and said, “We can do that.” A few
weeks later the customer was observing a
demonstration of the current iteration
software and became upset because he did
not see the desired feature.

It is worth noting that the customer’s
desired feature referred to in this story
may or may not be within the scope of the
current requirements. To ensure require-
ments are controlled, I recommend that
customer requests such as these be first
placed on the Product Backlog. Once this
potential work is analyzed, clarified, and
approved, it may then be placed on the
Sprint Backlog. The Sprint Backlog is fixed
at the start of each iteration.

The point of the story is simple.
Customer collaboration does not mean the
contractor must implement everything the
customer asks for. With agile, there can
still be out-of-scope requests. The agreed-
to detailed requirements are established
collaboratively by the customer and con-
tractor for each iteration.

Practical Rule 2: The Work for Each
Agile Iteration Is Fixed At the Start
of Each Iteration [3]
While these practical rules may seem obvi-
ous, do not dismiss them lightly. With agile
methods we have few prescriptive rules –
and this can aid team productivity – but
only if those few rules are consistently fol-
lowed to keep the agile team from falling
into chaos.

It is worth noting here that Alistair
Cockburn pointed out to me that while
this type of rule is a good starting place,
some advanced agile groups allow more
dynamic changes to the content of an iter-
ation. This has been referred to as
Dynamic Scrum [5].

Myth 3:The Schedule Never
Slips With Agile Methods 
While it is true that with agile methods we
keep each iteration a fixed length, this does
not mean the schedule never slips. I rec-
ommend planning with a buffer iteration at
the end that starts with no stories allocated
to it. This gives management the time to
take action by moving incomplete work to
the buffer. But when the buffer overflows,
you must add another iteration and own
up to a schedule slip. This addresses the
customer concern of not getting all their
requirements.

Myth 4: Agile Methods Are
Only for Programmers 
Agile methods do help programmers, but

the benefits extend far beyond code. At
the 2004 Systems and Software
Technology Conference (SSTC), the U.S.
Government’s Top 5 Quality Software
Projects for 2003 were awarded. At this
presentation, Linda Crabtree, a
Development Group lead on the Patriot
Excalibur Project (one of the award win-
ners), talked about how her project was
having trouble meeting schedules and
keeping the customer satisfied [6]. After
her team adopted XP, they began to hit
their schedules more consistently, and cus-
tomer satisfaction increased.

To understand how an agile method
can have such a dramatic effect requires a
deeper understanding of the first agile

value. Traditionally, we plan new projects
based on similar past projects. Schedules
are often developed assuming personnel
with skills similar to those on past projects
will be assigned.

Agile is different. With agile, instead of
predicting schedule performance based on
results from a different project with differ-
ent people, we plan our team velocity con-
tinuously based on the actual team’s cur-
rent performance. With agile methods, this
is possible because of the short iterations
that provide actual team results early and
often. Keeping each iteration a fixed
length, referred to as time-boxing, is key to
accurate velocity measurement.

Patriot Excalibur is not the only project
reporting positive project management
results using agile methods. I and other
conference attendees heard a similar
report at the 2004 SSTC from David
Webb, a technical program manager for
the Software Division of Hill Air Force
Base [7].

Through agile methods, we are learn-
ing that people are not commodities. That
is, you cannot just pull one individual off a
project and plug another in and expect to
get the same results. This fact does not
change as projects increase in complexity
or size.

It is important to note here that key to
both of these reported successes was not
only early visibility of actual team velocity,
but also a customer willing to collaborate,
as was reported by both Crabtree and
Webb.

Myth 5:You Get No Design
With Agile Methods 
I heard a manager in a large company say,
“We tried Scrum [8], but I wouldn’t rec-
ommend it because we ended up with no
design.” Some mistakenly believe there is
not time to get design done when using
agile methods.

What is different with agile is when the
design is done. With agile, we do not limit
design to a fixed time slot within a fixed
phase. In fact, we encourage deferring
design details – not skipping them. What is
often missed by those comparing agile to
traditional methods is the extensive cost of
design rework that frequently occurs dur-
ing integration with traditional methods.

Agile encourages doing design at the optimum
time (e.g. when data is available and high-level
requirements have been clarified) to minimize
rework and thereby maximize overall team velocity.

When you hear someone say, “We
ended up with no design,” what they often
mean is that they ended up with no docu-
mentation of the design. This leads to the
next myth.

Myth 6: Agile Methods Do Not
Allow Documentation
Note that the second Agile Manifesto
value is a relative statement. It is a myth
that agile methods do not allow documen-
tation. However, most agile methods are
silent on this subject, leaving documenta-
tion decisions up to the project [4]. This
includes both deliverable documentation
and process documentation (e.g., action
items, meeting minutes). This subject has
also been referred to as the ceremony of the
project [9].

When making documentation deci-
sions, recognize that it is not a matter of
being agile or not agile. There exists vary-
ing levels of agility, but when planning
your project’s ceremony, be aware that
short iterations and high ceremony may
place your project schedule at high risk.

Now let us turn our attention to
extending agile methods to a broader

“With agile, instead of
predicting schedule

performance based on
results from a different
project with different
people, we plan our

team velocity
continuously based on

the actual team’s current
performance.”
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range of projects, including physically dis-
tributed efforts.

Extending Agile to Large and
Distributed Projects
After working on three failed multi-organ-
ization physically distributed projects in
the late 1990s, I spent a year researching
similar projects looking for causes and
solutions [10]. At the heart of the difficul-
ties, I found communication breakdown
leading directly to increased project inte-
gration risk. A colleague brought to my
attention that the solutions I was advocat-
ing had similarities to the agile movement.
Ironically, many of the agile experts were
saying do not try these practices on large
and distributed efforts.

If you attempt agile methods out of the
box on large and distributed projects, you
are likely to fail. This is because these
methods require extensions to work on
more complex projects. As I discuss these
extensions, I will also explain some of the
wrong ways to extend agile methods.

For example, recognizing the need to
address the integration risk some distrib-
uted projects in the past have employed
heavyweight architectures (e.g., formal front-
end design reviews, extensive presenta-
tions, lengthy written documents). These
same teams often failed to deliver accept-
able working software. You can fail by col-
laborating too much, too little, or in the
wrong places.

Recommended Extension 1:Agile
Architecture 
I recommend employing agile architecture,
which involves first setting up an agile archi-
tecture team. Think of agile architecture like
agile requirements – there are two levels.
At the first level, a small strategically select-
ed team rapidly develops a high-level agile
architecture and documents the results.
The goal of the agile architecture is to
address the complete project scope and
provide a minimum set of architecture
compliance rules (e.g., hardware platform
requirements, minimum interfacing rules).

The resultant product of the first level
is a thin architecture document that
includes a simple, high-level (but com-
plete) diagram showing the major system
components. This document also includes
high-level assumptions and a brief
description of each component.

Agile architecture is similar to User
Stories in that it represents a commitment
to talking to solve detailed architecture
issues collaboratively with the agile teams
during each iteration. Key to keeping the
architecture agile is communicating the

simple high-level diagram and the mini-
mum compliance rules to each agile team.
At the second level, the agile architecture
team focuses on the high-risk areas for
each iteration. Cockburn has referred to
these areas as the big rocks [11].

Each specific architecture solution is
documented by the agile architecture team
through a lightweight position paper. These
position papers may be maintained sepa-
rately, or appended to the thin architecture
document. The architecture grows over
time as the solutions accumulate. Crucial
to agile architecture scalability is the strate-
gically selected architects who use their
experience to determine where the archi-
tecture is best kept simple, and where the
big rocks lie.

The use of agile architecture has been
proven to be successful on past large dis-
tributed projects that have employed
hybrid agile methods [12]. XP refers to
metaphor [13] to address architecture, but
metaphor is too weak for many complex
efforts, especially when the team members
do not reside at the same location.

Scaling Up Agile Teams:
The Wrong Way 
While communication breakdown plagues
many large distributed efforts, improved
team communication rests at the core of
agile team success. Key to this improved
team communication is the self-directed
daily stand-up meeting.

I heard a manager on a large project
that was attempting to scale up an agile
method say, “We cannot afford a manager
for every six to eight people.” His project
was holding daily stand-up meetings with
more than 30 people. Unfortunately, when
you scale up daily stand-up meetings this
way the meetings tend to lose their self-
directed quality.

Scaling up agile teams and maintaining
improved team communication can be
tricky. I recommend keeping the agile
team’s stand-up meetings to a reasonable
size (less than 10), even if the full project
has 500 or more people. Critical to the
success of the daily stand-up meeting is
the individual. Each must be heard. When
stand-up meetings get too large, leaders
start directing rather than listening and
agile benefits are lost.

Some misunderstand the role of the
agile team lead (e.g., ScrumMaster, XP
Coach/Tracker) [8, 13]. A primary respon-
sibility of the lead is to listen and then do
everything possible to remove obstacles
that are hindering the team. Too often this
critical role is understaffed, especially
when organizations attempt to scale up

agile methods inappropriately. When the
lead is not available to work on issues
daily, communication breaks down and
the team loses velocity – along with the
key benefits of agile methods.

Another pitfall that has been observed
when scaling up agile methods on large
projects is a stovepipe-mentality among the
individual agile teams. In other words,
when a large project is partitioned into
many small agile teams, improved commu-
nication inside each team may occur as
expected, but at the expense of reduced
communication across the full project.

Recommended Extension 2:
Use Super Leads to Scale Up
Agile the Right Way
One way to scale up agile methods and
avoid the pitfalls discussed is to use super
leads. Each super lead may oversee
between three and five agile teams. It is
important to understand that the super
lead is not the agile team lead. Super leads
may or may not attend daily stand-up
meetings but if they do, they do not speak.
The super lead’s role is primarily a men-
toring role for less experienced agile team
leads, and a communication role.

Super leads review agile team plans
and metrics (e.g., velocity charts) provid-
ing feedback directly to the agile team lead
– not the team members. This approach
can help address the observed lack of self-
directed team skills on many large and dis-
tributed efforts. It is important that the
super leads do not direct the agile teams;
otherwise, we risk losing a primary benefit
of agile methods – improved visibility of
real status early and often.

The super lead oversees multiple agile
teams with an eye on cross-team commu-
nication, ensuring the agile architecture
team is engaged at the right time. This can
reduce the stovepipe mentality.

I heard one agile team lead say, “The
short iterations are causing my team to get
burned out.” This comment might be a
warning sign to a super lead that help is
needed. A key to successful implementa-
tion of agile methods is a self-directed
team that can measure its own velocity,
project its future velocity, and communi-
cate the results up the chain. If an agile
team finds itself working 80-hour weeks,
this is a sign that they may not be accu-
rately measuring their velocity, or they are
not controlling their work tasks, or they are
not communicating effectively the real sta-
tus up the chain. A more experienced agile
team lead will be able to spot these signs
and help get the team back on course.

Even if they are in short supply, using
your best leaders across multiple teams
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can help facilitate communication on large
and distributed projects, as well as help
jumpstart agility on a broader scale in your
organization.

It is worth noting that the super leads
may meet periodically as a team. A similar
concept (Scrum of Scrums) has been dis-
cussed by Ken Schwaber on scaling of
agile methods [8].

Recommended Extension 3: Use
Super Leads as Customer Proxies
and to Aid Customer Communication
Often, especially on larger projects, cus-
tomers cannot be on-site full-time. A pri-
mary motivator for having an on-site cus-
tomer is to answer questions quickly so
the agile team does not lose velocity.
Sometimes customer proxies (e.g., subject
matter expert) can serve this purpose,
especially on large and distributed proj-
ects. When super leads are employed who
also have domain experience, they can
sometimes fill this role. Even if the super
lead does not know the answer they might
know who to call. The potential value can
extend beyond just getting an answer to
the immediate question.

I heard an agile team lead say, “My cus-
tomer’s travel budget was cut, so I haven’t
talked to him in a month.” Just because
your customer cannot be on-site does not
mean you cannot build a strong relation-
ship. As an example, if your customer can-
not be at your daily stand-up meeting,
consider institutionalizing a periodic
phone call.

A key to agile team success is close col-
laboration with the customer. As projects
scale up and people get busy it is easy to
stop talking to the customer. With today’s
virtual communication options and what
we know about the importance of cus-
tomer collaboration for success, physical
location and project size are no excuse for
lack of communication [10]. It is worth
noting here that most agile methods do
not require an on-site customer. It is, how-
ever, a required practice of XP [13].

Recommended Extension 4:
Lightweight Guides and Enablers 
Some believe that with agile methods the
written word becomes less important. In
fact, what we have found is that when we
extend agility to large and distributed
efforts the written word takes on
increased importance [10].

This is largely because we cannot get
to every individual face-to-face on large
projects every day. But this does not mean
these projects cannot still gain the benefits
of agility. However, to do so requires that
personnel be trained in what needs to be

written, how to write it from an agile per-
spective, and – just as important – what is
best left unwritten and handled through
less formal means.

I recommend that organizations devel-
op lightweight process enablers to help
guide agile teams. It is worth noting that I
do not recommend tailoring down heavy-
weight processes in support of agile meth-
ods. This has been shown to be fraught
with difficulties. I also recommend that
organizations institute leadership-at-a-dis-
tance training for those who must collab-
orate with team members and customers
who cannot always be physically present.

Conclusion 
Some have asked, “How can you be agile
and collaborate?” Just watch an agile team
in action in a daily stand-up meeting and
you will see the right level of collaboration
focused on the right things, without wast-
ing time on unimportant matters.

Agile is not about customers living
without all requirements; it is about break-
ing through to the grassroots level, mak-
ing real status visible and acted upon
sooner, which ultimately provides greater
value to the customer.

Organizations of all sizes are today
taking a serious look at agility. If it is not
happening in your organization yet, you
might be missing the next big velocity
boom!u
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According to the Department of
Defense (DoD) “Online M&S

Glossary,” modeling and simulation
(M&S) is defined as follows:

The use of models, including emula-
tors, prototypes, simulators, and stim-
ulators, either statically or over time,
to develop data as a basis for making
managerial or technical decisions. [1] 

While the terms modeling and simulation are
often used interchangeably, adept practition-
ers of verification and validation (V&V)
know and understand the difference.

A model is defined as “a physical, math-
ematical, or otherwise logical representation
of a system, entity, phenomenon, or
process.” Modeling is the “application of a
standard, rigorous, structured methodology
to create and validate” this model [1]. Note
that the implementation of a model is nor-
mally considered to be static; producing out-
put from the model requires a simulation.

A simulation is defined as “a method for
implementing a model over time.” Separating
the definition of the model from the simula-
tion is an extremely useful method for devel-
oping analytical tools. This modular
approach, combined with well-defined inter-
faces, allows you to update models as neces-
sary without the need for updating the simu-
lation software. It also supports a more thor-
ough approach to V&V by allowing a V&V
practitioner to separate the search for errors
associated with the model from errors asso-
ciated with the implementation of time. In
fact, the certification of the results of an ana-
lytical study that relies on M&S tools requires
that the model, the simulation, and the input
data are all examined carefully prior to their
use in supporting a decision.

The creation of a model, and its subse-
quent use in a simulation, is in itself a com-
plex subject. Many good textbooks exist that
serve as a guide to the creation of M&S. For
a short but effective overview of M&S itself,
refer to [2].

Introduction to V&V
For a moment, consider how critical V&V
is to the DoD or any large organization
that employs M&S tools. M&S tools are
frequently used in acquisition or design
decisions because: (1) the actual system
has not been built yet, or (2) testing the
actual system is too dangerous or cost-
prohibitive. Since these decisions can
involve billions of dollars, the safety of
our troops, and the security of our nation,
it is imperative that the credibility and lim-
itations of M&S tools that we use to sup-
port our decisions be well understood.
Therefore, prior to using an M&S tool, it
should be subject to thorough V&V.

Verification is defined as:

The process of determining that a
model or simulation implementation
accurately represents the developer’s
conceptual description and specifica-
tion. Verification also evaluates the
extent to which the model or simula-
tion has been developed using sound
and established software engineering
techniques. [1] 

In short, verification addresses the question
“Have we built the model right?”

Validation is defined as:

The process of determining the
degree to which a model or simula-
tion is an accurate representation of
the real world from the perspective of
the intended uses of the model or
simulation. [1]

Validation considers the question “Have we
built the right model?”

The two terms are often used together
and incorrectly treated as if they were inter-
changeable. Two examples should help clear
up any confusion. If a developer creates a
model that accurately reflects the real-world
system, but constantly crashes due to pro-

gramming bugs, the system would fail verifi-
cation but pass validation. A developer who
correctly implements a bug-free program of
a financial algorithm (provided by an expert)
to predict the stock market would pass veri-
fication, but if the theory used by the expert
was flawed, the model would fail validation.

Another common misconception is that
V&V is synonymous with testing. V&V does
not replace testing, nor does it include testing
– instead, V&V, when used properly, can
determine if testing has been performed cor-
rectly. Testing is an important activity in all
software life cycles. V&V, while not normal-
ly a life-cycle activity, makes sure that all life-
cycle activities have been correctly per-
formed – including testing. The V&V of
M&S is also different from V&V of other
software artifacts. In M&S, the V&V is used
to show that the software model is a useful
representation of the real world.

An important part of V&V that is often
overlooked is the certification of the input
data and default values that the M&S tool
relies on for a study. Often, developers will
claim that they are not responsible for the
input values, placing the responsibility
instead on the analyst that uses the tool.
The claim is that there is no problem with
the model, and that everyone understands
that any software suffers from garbage in,
garbage out.

In truth, when analysts first receive a new
tool, they normally assume that the develop-
er has more experience than they have with
the software, and will accept default values
unless they have a specific reason to change
them. Therefore, when conducting V&V on
a tool, it is necessary to question the source
of every default value in the system. The
developer cannot be held responsible if the
values are not exact, but they should be held
responsible for providing reasonable default
values. In our opinion, the most common
problem you will find is that the default value
of zero is less likely to be a reasonable guess and
more likely to be a placeholder simply
because the developer did not know.
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How to Perform Credible Verification,Validation, and
Accreditation for Modeling and Simulation
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Many large-scale system development efforts use modeling and simulation (M&S) to
lower their life-cycle costs and reduce risks. Unfortunately, these M&S tools can intro-
duce new risks associated with potential errors in creating the model (programming
errors) and inadequate fidelity (errors in accuracy when compared to real-world results).
To ensure that a valid model and a credible simulation exist, verification and valida-
tion (V&V) of the model and the resulting simulation must be completed. This arti-
cle discusses conducting effective and credible V&V on M&S.
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Why M&S Has Increased 
V&V Needs
Developing an M&S application is not sig-
nificantly different from any other software
application. However, certain types of M&S
applications have more stringent V&V
needs. M&S is typically used for one of
three purposes: descriptive, predictive, and
normative models. Descriptive models are
intended to provide a characterization of
the nature and workings of the modeled
process – to explain how a real-world activ-
ity functions. Predictive models, usually
more complex than descriptive models, are
designed to predict future events in addition
to describing objectives and events.
Normative (or control) models are the most
difficult and complex models to construct
since these models not only describe and
predict, but also provide direction about the
proper course of action.

Descriptive models require V&V just
like any other software activity. Typical soft-
ware has an output that, once verified and
validated, can be used. Predictive and nor-
mative models require additional V&V
because the output of these models is used
to predict and guide future actions, often
without a human in the loop. Because of the
potentially high cost of failure, V&V is crit-
ical for these types of models. Because of
this, separate and additional V&V for the
M&S is frequently merited.

It is no secret that requirements are an
integral part of all software activities. In fact,
requirements engineering is fundamental to
developing useful and valid software.
Nowhere are requirements more important

than in M&S. Prior to attempting to use
M&S to help save time or costs in your sys-
tem, make sure that a mature requirements
engineering program is in place [3].

Possible V&V Techniques
Once the decision has been made to use
M&S – and, of course, V&V of the M&S
tools – you will need to create a V&V plan
detailing which activities will provide you
with the highest level of confidence in the
tools. A multitude of different V&V tech-
niques exist that have been derived from
software engineering and statistical meth-
ods. The best starting point for a newly
appointed V&V agent to learn about these
techniques is to obtain a copy of the
“Recommended Practices Guide” (RPG)
published by the Defense Modeling and
Simulation Office (DMSO) [4]. Table 1 lists
over 75 different techniques described in
the RPG.

DMSO provides this list as a set of
tools from which a practitioner can select
the most appropriate techniques for their
particular project. It is not necessary, or
even advisable to attempt to apply all of
the techniques to any individual project.
Many of the techniques are overlapping in
their coverage, and it requires experience
to determine which technique is the best to
meet a project’s needs. To understand this
more clearly, consider the four major cate-
gories into which the RPG divides the
techniques: informal, static, dynamic, and
formal. The following paragraphs are not
designed to fully explain or cover the four
techniques. Instead, they offer insights into

the rationale behind the major categories.

Informal V&V Techniques
Do not let the term informal mislead you.
While informal techniques have the advan-
tage that they are relatively easy to perform
and understand, their application is anything
but unstructured. In fact, several of the
methods such as desk checking (also known
as self-inspection) can have very detailed check-
lists. Watts Humphrey, among others, gives
techniques for developing highly effective
checklists that can be used as part of a very
rigorous personal review [5]. Informal V&V
techniques can be very effective if applied
with structure and guidelines, and they are
relatively low cost. Informal V&V tech-
niques are effective for examining both the
model and the simulation.

Static V&V Techniques
Static V&V techniques are basically all of the
activities that can be performed without exe-
cuting the code. These techniques are used
almost exclusively to examine the model and
its implementation. Unfortunately, static
V&V techniques do not examine the execu-
tion of the model, and therefore they are of
limited usefulness in M&S V&V. Static V&V
techniques can be used on the code of the
model as it is being developed, but static
techniques are not effective on simulations
themselves, as simulations require execution
of the model. This is not to say that static
techniques are not useful in M&S; instead,
we are saying that static techniques only per-
form V&V on the model, and ignore the
simulation. During M&S V&V, you must

Table 1: Possible V&V Techniques [4]



ensure that dynamic techniques are also used
for simulation V&V.

Dynamic V&V Techniques
Dynamic V&V techniques look at the
results of the execution of the model. At
the simplest level, dynamic V&V can be
merely examining the output of an execu-
tion. However, that is almost always insuffi-
cient. Instead, the model must be examined
as it is being executed. This typically requires
instrumenting – the insertion of additional
code into the model to collect or monitor
model behavior during execution. Normally,
the steps involved are to instrument the
model with V&V code, execute the model,
and then analyze the dynamic behavior and
output of the model.

While these are extremely useful tech-
niques, instrumenting a model changes it
slightly. To observe the dynamic execution of
a model requires additional instructions to
collect data. These additional instructions
can slightly modify the timing or behavior of
the model. A dictum to remember in dynam-
ic V&V is, “Those who observe, perturb!”
Great care must be used in instrumenting
simulation code to ensure that the instru-
mentation itself does not affect the validity
of the simulation output
.
Formal V&V Techniques
Formal V&V techniques rely on formal
mathematical reasoning, inference, and
proofs of correctness. While these are effec-
tive means of V&V, they are often very cost-
ly. The difficulty lies in both the complexity
of the techniques and the size of the model
under examination. Many formal techniques
– while extremely effective – are unusable for
other than trivial simulations. Others require

an understanding of complex mathematics –
skills not common in most developers.

While formal techniques may not be
practical for most models and simulations,
some of the basic concepts of the formal
methods are used in other techniques (asser-
tions, pre- and post-conditions, etc.).
Automated M&S development tools of the
future have the potential for designing and
implementing M&S with formal methods.
However, based on the authors’ experience,
at the current time formal methods are
infrequently used.

Life-Cycle Activities
The four categories of V&V techniques pro-
vide the basic tools for performing V&V.
However, they only suggest which tech-
niques are available. Determining how and
when to apply the techniques requires judg-
ment. In many organizations, V&V is per-
formed by outside agents with the experi-
ence to evaluate the current program and
suggest cost-effective ways to effectively
apply a selected subset of the techniques list-
ed in Table 1. Even when internal resources
are used for M&S V&V, it is important to
consider how V&V activities relate to the
entire M&S development life cycle. The tech-
niques you use for V&V are not as important
as making sure you cover all software life-
cycle development steps.

While many references explaining the
software life cycle exist, we have found that
the life-cycle diagram found in [6], shown in
Figure 1, helps developers in understanding
the typical life cycle of an M&S application.

Figure 1 shows four important view-
points: the user, the designer, the developer,
and the V&V views. The rectangles in this
figure represent products associated with

the project; the arcs are the processes that
translate one product into a subsequent
product with a different viewpoint and pos-
sibly a different audience. Following the
path of the arcs shows how the view of the
user (captured in a user’s needs document
such as a Statement of Need) is translated
first to the designer’s view and the develop-
er’s view, and then, as it is tested, is returned
ultimately to the user’s view as a delivered
system. However, while the user, designer,
and developer only need to be concerned
with a slice of the process, the V&V agent
needs to have insight into the entire soft-
ware development life cycle.

The number and selection of V&V activ-
ities that should be conducted on an M&S
tool depend in part on the purpose of the
tool. As stated earlier, M&S tools can gener-
ally be categorized as being one of three
types: descriptive, predictive, and normative.
Descriptive models are intended to provide a
characterization of the nature and workings
of the modeled process. Predictive models
are usually more complex; in addition to
describing objects and events, they are
designed to predict future events. Normative
(or control) models are the most difficult
models to construct since these models not
only describe and predict, but provide direc-
tion about the proper course of action.

As you might imagine, predictive and
normative M&S tools warrant a larger set of
V&V activities than required by a descriptive
M&S tool, particularly in the area of require-
ments engineering. Since these tools are
intended to predict future events, a mecha-
nism is needed to capture changing environ-
ments to ensure that even after a tool is deliv-
ered, changes in the environment are cap-
tured and used to refine the design of the
system. In fact, as in all software programs,
requirements engineering is fundamental to
developing useful and valid M&S tools. Prior
to attempting to use M&S to help save time
or costs in your system, make sure that a
mature requirements engineering program is
in place [4].

Sample Activities
Selecting from the more than 75 techniques
can be intimidating, especially for a new
practitioner. The key is to realize that V&V is
most effective when the selection of tech-
niques covers the entire life cycle of the
model. By focusing on the life cycle – with
the goal of ensuring that each of the steps of
the development process was performed
adequately – a V&V agent can select a logical
subset of techniques that is reasonable, suffi-
cient, and affordable.

Figure 2 depicts a sample set of activities
that provides adequate coverage of the life
cycle. These activities are all found in Table 1,

Software Engineering Technology

22 CROSSTALK The Journal of Defense Software Engineering May 2005

Figure 1: A Mature Software Development Life Cycle for M&S

 



How to Perform Credible Verification,Validation, and Accreditation for Modeling and Simulation

May 2005 www.stsc.hill.af.mil 23

and each activity is associated with a specific
life-cycle activity. Two of the activities,
Formal Document Review and Inspection of
Configuration Management Practices, are
not associated with any specific life-cycle
step, but encompass the entire life cycle.

Formal document review and an inspec-
tion of configuration management practices
were added in order to gauge the maturity of
the developing organization. It has been our
experience that organizations with
Capability Maturity Model® Level 2 process-
es in place will have documented require-
ments, designs, and test results that con-
tribute greatly to the confidence in the final
product. In addition, we perform a thor-
ough V&V of all input and default values
used by the program by requiring the devel-
oper to cite a source for every value used by
the program. A relatively inexpensive and
quick final sanity check is to have subject
matter experts (SME) conduct face valida-
tion in which the SMEs simply compare the
simulation results to their experience and
expectation and tell us if it looks right.

When constructing a V&V plan for an
organization, the steps shown in Figure 2
are tailored and supplemented as warranted
by the specific needs of the end user. A
report is prepared that provides details for
each activity conducted, including the fol-
lowing:
• The description and process of the

technique selected.
• The unit under test (that is, the artifact

examined, for example, code, docu-
mentation, Software Requirement
Specification).

• Results.
• Conclusions.
• Rating.
• Recommendations.

The rating system used is relatively sim-
ple – we assign the rating green, yellow, or
red, signifying no significant problems,
concerns or limitations, or serious discrep-
ancies, respectively. This relatively simply
rating system (rather than a simply pass fail,
or a more complex numeric rating system)
gives insight into the results of the V&V
activities without the necessity of creating a
complex scoring system.

Accreditation
Frequently, after a model and simulation
have been thoroughly tested and V&V have
been accomplished, we are asked to make a
recommendation as to accreditation.
Accreditation is a complex topic in itself and
is defined as, “The official certification that a
model or simulation is acceptable for use for
a specific purpose” [1]. In essence, an accred-
itation assessment results in a recommenda-
tion that the certifying official should author-

ize that the M&S tool can be used for the
purpose it has been designed for: descriptive,
predictive, or normative. Not all M&S proj-
ects need an accreditation, so this step is per-
formed only if necessary.

By examining the requirements of the
model and simulation, and by examining the
purpose that the model was designed for,
V&V permits you to recommend how (or if)
it should be used. There are five possible
accreditation recommendations:
1. The model or simulation will be used as

described.
2. The model or simulation will be used as

described with limitations.
3. The model or simulation will be used as

described with modifications.
4. The model or simulation requires addition-

al V&V to be considered suitable for
accreditation.

5. The model or simulation will not be used
for this application.
Most models we examine are given rec-

ommendation No. 2 – accredit with limita-
tions. Almost all models have limitations,
which is why, during V&V activities, it is
important to document any limitations.

Conclusions
M&S is an effective means of lowering life-
cycle costs and can shorten development
time and prevent the construction of the
final product until many what-if questions
have been answered. However, unless the
requirements are valid, the resulting model
(and simulation output) will be useless.
Even if the requirements are valid, the
results of the simulation will not be trust-
worthy unless care is taken during con-
struction of the model and during the exe-
cution of the simulation.

To guarantee that you have a valid model
and simulation that produce correct results,
V&V of both the model and the simulation
must be accomplished. There are a wide vari-
ety of V&V techniques to choose from.
V&V techniques of the model and simula-
tion, however, are not adequate by them-
selves. Along with V&V techniques, you
must also perform V&V of the accompany-
ing life-cycle steps used in the construction
of the M&S. To sum it up, V&V is required
to know that you have the right model and
valid simulation results that you can trust.u
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Reengineering legacy software to use a mod-
ern component model can be accomplished
by repeatedly applying a large number of
semantically sensitive program transforma-
tions, some of which synthesize new code
structures, while others modify legacy code
and meld it into the new framework. Using

machinery that automates the process con-
quers the problems of massive scale, sound-
ness, and regularity, and furthermore
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automating the reengineering of a collec-
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CORBA-like component framework, using
Design Maintenance System, a program
analysis and transformation system
designed for building software engineering
tools for large systems.
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Technology Readiness Assessments1
(TRAs) are conducted on major

defense acquisitions, which often consist
of complicated machinery and hardware
systems that depend on advances in state-
of-the-practice technologies. The intent of
a TRA is to document that, prior to system
design and development, there is a reason-
able expectation that the acquisition is
technically feasible. In other words, the
effort being undertaken is likely to be real-
ized with currently available technologies.
The TRA’s focus is technologies – it is not
intended to address the capabilities of the
acquiring or developing organizations, nor
does it attempt to assess processes being
applied during development.

The TRA is mandated by Department
of Defense (DoD) Directive 5000.1 and
DoD Instruction 5000.2. The TRA
Deskbook [1], approved by the deputy
undersecretary of defense for Science and
Technology (DUSD[S&T]), describes the
TRA requirements and process in detail. It
has recently been revised to address some
of the unique needs of information tech-
nology (IT)-based systems. Completion of
the TRA allows early identification of tech-
nology issues so they can be addressed as an
integral part of the development process.
Potentially costly changes in the later stages
of system development, where even small
modifications can be costly and time con-
suming, can be mitigated or avoided.

The current TRA process follows three
basic steps: identification of critical tech-
nology elements (CTEs), evaluation of
CTE maturity using technology readiness
levels (TRLs), and maturation planning.
The program manager and the Component
Science and Technology executive are
jointly responsible for determining the final

list of CTEs, assessing its maturity, and
finalizing any necessary maturation plans.
The DUSD(S&T) is responsible for over-
sight of the TRA process and providing a
yearly summary report to Congress.

Motivation for the Revised
TRA Deskbook
The current TRA/TRL model works well
for traditional hardware-oriented systems
being managed to a set of capabilities and
requirements documents with few interde-
pendencies with other systems. However,
an increasing number of defense acquisi-
tions are either information systems or tra-
ditional systems with increasing dependen-
cies on computer technologies. Those that
are not classified in the acquisition system
as information systems directly may have a
large IT component or a large dependency
upon success of the IT component. To
address this fundamental change in the
types of acquisitions, a corresponding
change in the approach to TRAs was need-
ed. This keeps TRAs relevant to DoD’s
changing acquisition needs while providing
the same level of technology analysis and
management associated with traditional
hardware systems.

The problem faced with information
systems is that very few hardware and soft-
ware elements can be singled out as CTEs.
As a result, the TRA skips over many
important issues that lie outside of hard-
ware and software. These can collectively
be termed IT issues and include interfaces,
throughput, scalability, external dependen-
cies, and information assurance. These are
integral to how the system is designed. The
use of these technologies is critically
dependent upon a system architecture that

drives system interdependencies and com-
plexities. The system architecture defines
which of these issues are important to
consider and which may have associated
CTEs beyond those directly related to sys-
tem functionality.

The Nature of IT Systems
IT systems fall into four basic types that
the DoD procures. While many interme-
diates, flavors, and special cases exist,
characterizing DoD acquisition into these
four types allows us to more readily ensure
that our revised approach to TRA is effec-
tive and provides useful advice on con-
ducting the TRA. Following are the four
IT system types:
• Business systems.
• Net-reliant (battle management) sys-

tems.
• Network infrastructure (or services

provider).
• Embedded systems.

While each of these systems has many
points of overlap, they also have unique
requirements; we will briefly discuss each
one. Some acquisitions may include a
combination of the above, so the TRA
may include characteristics of several of
these types.

Business Systems
Business systems acquisitions typically
consist of a small set of large commercial
off-the-shelf (COTS) products to which
the organization will adapt. The business
system may be characterized by using off-
the-shelf information system components
and COTS software together in a new
environment to support the business and
management functions of an organization.

Typical business systems include finan-

Technology Readiness Assessments for 
IT and IT-Enabled Systems

Robert Gold and David Jakubek
Office of the Undersecretary of Defense for Science and Technology

To ensure that the Department of Defense (DoD) is approving Milestone B decisions
for programs that are technologically mature, the director of Defense Research and
Engineering (DDR&E) implemented Technology Readiness Assessments 1 (TRA) as
a DoD 5000 requirement. With the continued and growing dependence of major DoD
systems on information technologies, the TRA Deskbook [1] is being updated to
address the unique aspects of computer systems, hardware, and software technologies for
embedded systems, business management information systems, net-reliant systems (e.g.,
command and control), and infrastructure systems (e.g., net-centric enterprise services).
The DDR&E tasked the Institute for Defense Analysis, assisted by representatives
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cial management, personnel management,
and enterprise resource planning. The ITs
are the primary CTEs with their configura-
tion driving additional CTE designation.
Typically, the CTEs will align with the
COTS products selected. Additional CTEs
may come in the form of case legacy con-
version tools, and environments may be
critical to keep backward compatibility and
seamless data access.

Net-Reliant Systems
Net-reliant systems provide military
(warfighting) functions that rely on data
exchanges with physically disparate ele-
ments. These systems involve large
amounts of data push (control) or data
pull (awareness) function and are typically
command and control; battle management
systems; or intelligence, surveillance, and
reconnaissance systems. The net-reliant
system is characterized by an intense real-
time requirement, a heavy reliance on
exchanges with external information
sources or consumers, and may be pushing
the state-of-the-art in data fusion and
blackboard collaboration.

The emphasis in these systems is hav-
ing computers assist humans in awareness
and decision-making processes across
physically separate warfighting and sensing
elements. The software run-time environ-
ment for real-time applications may be
critical here as the functionality may be
safety- or security-related.

The ability to keep communication
lines open is likely to lead to a number of
unique CTEs by itself. The architecture
will include strong information assurance
requirements. Reach-back support and
voyeur channels will most likely identify
critical elements from the information
assurance perspective. CTEs may also
enable efforts to manage data, translate
data, and establish composability (how sys-
tems bind to one another). The IT that
realizes the system and the elements cited
above should be considered for CTEs.

Network Infrastructure 
Network infrastructure system acquisi-
tions provide the equipment and capabili-
ties necessary for the successful operation
of net-reliant systems. Backbone and
Services systems acquisition technology
issues often manifest themselves as the
maturity of standards (often, but not
always commercial) and standardization
that transcends individual COTS or gov-
ernment off-the-shelf (GOTS) products.
Timeliness and robustness of services are
major technology considerations that
should be included when assessing maturi-
ty. The network infrastructure is character-

ized by large database management and
glue logic to execute and retrieve services
across a Wide Area Network of varying
security. This environment is critical and
unique and the IT elements are most cer-
tainly a CTE. Since COTS has not operat-
ed in this environment before, anything of
a critical nature must be demonstrated, and
the separation of security streams must be
considered as a CTE.

Embedded Systems 
Embedded warfighting systems such as a
tank, ship, or aircraft are systems whose
functions are focused on warfighting plat-
forms, and whose functionality is enabled
by IT but not driven by IT itself.
Embedded systems emphasize using com-
puter hardware and software to automate
internal functions of a weapon system
such as platform control and status, sensor
signal and data processing, and weapons
tasking. The embedded systems range
from simple to complex and emphasize
autonomous functionality in timeframes
meaningful to a computer.

Embedded system acquisitions may
include full development (where the infor-
mation technology is a primary issue) to
modification of existing systems (informa-
tion architecture is firm, and demonstrated
in an operational environment) where
information technology is not an issue.
The environments that convert software to
firmware may be CTEs. Real time is often
critical – making the timing associated with
any calculation routine a part of the CTE
determination consideration. Few oppor-
tunities exist to use COTS or GOTS
beyond microprocessors and operating
systems because these systems are largely
unprecedented.

Summary of Changes to the
TRA Deskbook
To address the unique aspects of IT and
IT-based systems, the DUSD(S&T) has
developed a set of software TRLs (see
Table 1) and has provided additional guid-
ance and examples on how environmental
issues unique to IT systems should be
addressed in IT system TRAs.

CTE Determination
CTE determination for IT and IT-based
system TRAs must begin with the basic
expectations (requirements, capabilities,
functions) for the acquisition. The TRA
includes a mapping of CTEs to those
expectations. For IT and IT-based systems
particularly, expectations may not be driv-
en from a top-down set of anticipated
functionality.

Some IT system acquisitions include
technology modernization issues driven by
supportability and compatibility that could
provide a source of nontraditional CTEs
such as online software configuration
management and update technologies.
Other IT systems acquisitions include
modernization as a way to realize transfor-
mational concepts. Integration and roll-out
efforts may also be technology-enabled
with new or novel technologies enabling
those parts of the acquisition as well.

The new suite of IT-unique CTEs
requires a different line of thinking when
marketplace considerations, technology
trends, and the short shelf life of IT tech-
nologies are viewed in the context of long-
lived DoD acquisition programs. CTE
considerations in these situations might
transcend an individual product, but may
consider the capabilities provided by a sta-
ble set of suppliers and customers as a
whole. For example, middleware products
supported by consortium-facilitated stan-
dards might provide the necessary technol-
ogy stability while the actual suite of avail-
able products may change from year to
year. Careful consideration is needed when
selecting a particular technology that is
vendor-specific and not widely embraced
across both the vendor base and industry-
and government-standard bodies.

Environments and Information
Architecture
The above considerations imply that, at
Milestone (MS) B of the DoD 5000 series,
there is some form of notional architec-
ture for the system acquisition. Whether it
is a high-level diagram of interrelation-
ships between COTS products or a set of
data flow diagrams for developed software
elements, the existence of system architec-
ture must be available. Architectural con-
siderations are present in the consideration
of environments in the analysis of CTE
maturity. A COTS CTE may be mature in
that it has been used by several large
organizations outside the DoD for similar
purposes, but the DoD’s unique architec-
ture renders much of that maturity uncer-
tain because of differences in information
assurance, data management, etc. To reach
the upper levels of maturity (TRLs 6 and
higher), a successful operation in a similar
or identical environment to that anticipat-
ed for the acquisition is necessary. The
maturity of the definition of the system
architecture itself and how CTEs are inte-
grated and demonstrated as a result of this
will impact the maturity assessment of a
particular CTE.

IT systems have the additional com-
plexity that architectures and architectural
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issues transcend any single CTE. In these
cases, additional mitigation plans may be
warranted when technology issues are
revealed as a result of environmental con-
siderations, or the architectures are defined
after MS B as a part of the development
effort.

Technology Maturity and
Demonstrations
The current requirement for major
defense acquisition programs at MS B is
that all CTEs be maturity level TRL 6 or
higher, or have a maturation plan to
achieve TRL 6 or higher when needed.
Achieving TRL levels of 6 or higher
depends upon CTEs successfully running
in a relevant or operational environment.

Prior to MS B, activities such as con-
cept development and experimentation
should include a significant amount of
prototyping or pilot demonstrations. It is
important that these demonstration efforts
collect the necessary information to
inform future acquisitions regarding the
successes and weaknesses of a vendor
product or a particular implementation so
that the program development and sup-
ported capability expectations are known.
In some cases, a concept demonstration
may use a development environment that
will require upgrading for production.

Laboratory and pilot demonstrations
are likely to examine the interconnections,
database manipulations, and preliminary
data on throughput, execution, and
resource utilization. External dependen-
cies for specific technologies and technol-
ogy insight should be identified in detailed
Technology Transition Agreements
(TTAs) between the supplying organiza-
tion and the receiving acquisition program
office (more information on TTAs can be
found in the TRA Deskbook). Protocols
needed to resolve the external dependen-
cies are worked out. If external dependen-
cies involve another program office’s
development, then schedules are synchro-
nized, and risk abatement activities are
undertaken that may include alternative
elements and key action dates (for execut-
ing alternate plans) tied to the external
program’s ability to demonstrate its tech-
nology readiness.

It is during these early prototype and
demonstration activities that tradeoffs are
often made as to what elements of soft-
ware reside in each part of the architec-
ture, distributed versus centralized data
and control, information assurance
aspects, and preliminary data on through-
put and network requirements. It is here
that most of the hardware and software
elements are identified. At its conclusion,

we have a detailed architecture and a defi-
nition of the totality of the relevant envi-
ronment. This, in turn, allows for sys-
tem/subsystem model or prototype
demonstration in a relevant environment
that is needed for TRL 6 and higher. This
detailed architecture is the work break-
down structure for critical technology
assessment. In many instances the actual
elements may be off-the-shelf and not a
technology issue, but their integration and
the architecture are technology issues.
Often, the glue logic that allows the various
elements of the system to work together
will be a critical technology.

Advice for TRAs on the
Various Types of IT Systems
Business Systems 
Because business management systems
will largely consist of COTS products, the
TRA should begin with an analysis of the
maturity of the chosen products. Critical
COTS products will be those that provide
mission-essential functionality but are
either new or novel by organizational
experience, or because of the environment
in which they will be running have ele-
ments on which the COTS products have
not been used.

Typically, these products have been
used in non-DoD organizations of com-
mensurate size so a high degree of maturi-
ty is expected. However, the DoD’s execu-
tion environment has a number of unique
aspects that prevent us from assuming that
success outside the DoD will automatical-
ly imply success for us, including informa-
tion assurance, technologies for handling
classified data, unique legacy applications,
net-centricity, data management mecha-
nisms, number of users, etc.

The TRA should include not only the
CTE maturity but also a detailed analysis
of environmental issues that could impact
the ability of the COTS products to suc-
cessfully execute. Finally, the environmen-
tal assessment should also include the abil-

ity of the collection of products to suc-
cessfully run together.

As an example, a systems center wants
to change its financial management and
accounting system to a suite of commer-
cial products used by many major corpora-
tions. The center did a series of pilots with
the anticipated COTS applications on their
existing hardware and operating environ-
ment to understand both the impacts to
the users as well as the viability of the
applications in the unclassified and classi-
fied systems on which financial and
accounting data is stored and managed.
Upon reasonably successful conclusion of
the pilot programs, the systems center
decides to proceed with the conversion
with some minor modifications of the
chosen suite of applications.

For the TRA, consideration of the
CTEs begins with a listing of the COTS
products being used in the project along
with any external technologies such as the
existing desktops and servers on which
these applications will run, upon which
success of the effort depends. Several of
the minor applications might fall off the list
because these programs are not critical to
successful functioning of the system or
because there are many other applications
that could reasonably take their place. The
existing suite of desktop computers, net-
works, and servers would not make the list
of CTEs either because that IT has been
successfully operating. The proposed list
of CTEs consists of the small list of appli-
cations that are both critical to success and
are new or novel in the sense that they
have not run with DoD information assur-
ance technologies, DoD legacy applica-
tions, and in the DoD’s data environment.

The proposed list of CTEs is reviewed
and the final list is analyzed to determine
TRL ratings based upon industry experi-
ence and pilot results. Where a CTE was
not piloted and has not been previously
used by the DoD in a similar environment,
it can achieve a rating of no higher than
TRL 5. A piloted CTE can typically
achieve a rating of TRL 6 or 7, assuming
no major problem was encountered during
the pilot effort. The TRA should also
include a careful analysis of the environ-
ment and multi-application issues that
might not have been considered when
viewing the applications by themselves.

Issues such as timeliness of system-
wide transactions, impact of information
assurance policies, and the presence of
multiple sources of data on the system
should be considered along with the need
for these applications to peacefully coexist
on the computing system as part of the
environmental analysis. Where a CTE is

“Because business
management systems
will largely consist of

COTS products, the TRA
should begin with an

analysis of the maturity
of the chosen products.”
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less than TRL 6, or an environmental issue
raises significant concerns, a maturation
plan should be developed and any corre-
sponding risk item entered into the pro-
gram manager’s risk management system.

Net-Reliant Systems
For net-reliant systems, the TRA process
should start with the set of proposed
capabilities and examine the criticality of
the technologies’ associated capabilities.
Because the solution is likely to consist of
a mix of COTS, GOTS, and developed
software, the TRA will likely encompass all
elements of an IT system. These technolo-
gies should be viewed in the context of
their ability to move and manage data with
external systems so the environmental
considerations may have unique technolo-
gy aspects by themselves. Some of the
ability to move data will depend upon
capabilities provided by the Net Infra-
structure systems. As a minimum, these
dependencies should be identified and
briefly analyzed. Where the infrastructure
piece is immature, or presents a new envi-
ronment for COTS/GOTS, the analysis
for the specific COTS/GOTS will need to
be considered.

An acquisition, in this case, might be a
command/control or sensor net that man-
ages and assimilates data from a variety of
physically separated and disparate plat-
forms. This type of system might include
an improved version of several GOTS
products enabled by a small suite of COTS
technologies combined with upgrades to
existing data communications networks to
achieve an end-to-end capability across
existing warfighting platforms.

The CTE list will focus on the COTS
and GOTS products that are new or novel
as supported by previous experience and
demonstrations. The CTE list will also
include any cross dependencies with other
acquisition efforts such as upgrades to the
communications equipment to support the
net-reliant system. Where such a depend-
ency exists between military programs, the
TTA plays a critical role to detail the inter-
dependencies between the acquisition,
resource sponsor, science and technology
activity, and other project managers to
develop, deliver, and integrate a technolo-
gy or product into the acquisition.

Much like other systems, higher levels
of maturity are achieved by pilot or opera-
tional experience in an environment that
closely resembles the one anticipated for
final operation. The central processing and
display suite may or may not be a CTE
depending upon the amount of opera-
tional experience with the anticipated set
of technologies. Where a CTE is deter-

mined to be a maturity less than TRA 6,
the appropriate maturation plan and risk
items should be established and noted in
the TRA.

Network Infrastructure
Network infrastructure TRAs need to con-
sider the maturity of both the technology
standards under which the netted-elements
will be interoperable as well as the maturi-
ty of technologies associated with unique-
ly acquired elements of the infrastructure
acquisition (data services, networking,
etc.). CTEs should be drawn from both
sources and consider the interaction and
compatibility of both sets of technologies.
Because these acquisitions will become an
integral part of the run-time environment
for other systems, there could be addition-
al technology considerations for the ability
to roll these technologies out to the other
three types of IT systems. TRA should not
stray into analysis of the roll-out process
unless that process is enabled by a specific
technology such as automated, net-
enabled configuration management tools.

An example in this area might be a
new network combining land lines, radio
frequency links, and a suite of servers for
data and application hosting to support a
combination of business and warfighting
systems. Here the CTE analysis will start
with a set of technologies taken from the
anticipated system architecture and con-
sider any new or novel aspects to the
applications such as data rates, operational
hardening (harsh environments, jam
resistance, DoD-unique encryption), and
authentication or collaboration services
that will impact the ability of the pro-
posed suite of technologies to provide the
required capabilities.

As with net-reliant systems, there will
likely be a combination of COTS and
GOTS products combined with some
operational experience of a smaller scale.
In this situation, the acquisition may not
depend upon other acquisitions to fulfill
its requirements but may be the dependen-
cy for several other acquisitions. The net-
infrastructure acquisition may be signatory
on multiple TTAs as a supplier of a critical
technology for other systems. Where such
TTAs exist, they should, as a minimum, be
noted in the TRA. As before, achieving
ratings of TRL 6 or higher depends upon
pilot or operational experience.

Embedded Systems
Embedded systems are largely DoD-
unique warfighting capabilities that are
enabled by IT systems rather than driven
by IT systems. While improvements in IT
capabilities (memory density, power con-

sumption, processing speed) are critical to
warfighting systems, most of the function-
ality is not commercially available, resulting
in large amounts of developed software or
software reused from previous embedded
systems acquisitions. IT technologies are
not generally CTEs in and of themselves
except where the unique requirements of
the embedded system (such as radiation
hardening) result in the development or
use of military-unique technologies. With
our growing dependence on software, the
sheer scale of software development or
integration may be considered a CTE
where enabled by a particular set of tech-
nologies that are new or novel.

For example, assume the acquisition is a
complex warfighting platform such as an
aircraft, ground vehicle, or ship. In these
types of acquisitions, the capabilities of the
platform are enabled by computers, but the
computers themselves are not new or
novel. Here, the CTE analysis begins with
an architecture of the major warfighting
functions (rather than specific hardware or
software elements), or subsystems where
domain maturity exists. The analysis in this
case might show that neither the functions
nor the realization of those functions in
hardware and software is new or novel.
However, the anticipated design of the
platform includes consolidation of all the
major computer-based functions on a
reconfigurable suite of computing
resources (processors, memory, and display
stations) networked across the platform.

Here, the TRA for the IT elements of
the platform will focus on the ability of
available technology to support this recon-
figurable suite of computing resources and
run all the anticipated applications in a
safe, reliable, timely manner as document-
ed in the design scenarios. This situation
will likely result in a single, complex TRA
for the computing suite that should be
supported by significant piloting and pro-
totyping prior to MS B to achieve ratings
greater than TRL 5.

Note that with the complexities of
today’s acquisitions, a system may contain
elements of two or more of the system
types noted in the preceding sections. In
these cases, as well as any of those falling
into a single bin, the need for experienced,
professional judgment is critical. A TRA is
not a substitute for a project manager and
acquisition center staff who are technical-
ly qualified and actively involved in an
acquisition. The TRA provides a focal
point and emphasis on technology issues
such as major milestone reviews, and is a
voice for the efforts of the technical staff
and their contributions. One common
theme that occurs in all these types of
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acquisitions is the need for prototyping
and demonstrations to provide a sound
basis from which to proceed.

Summary
In an effort to assure that major acquisi-
tion programs adequately address technol-
ogy issues, the DoD requires a TRA. The
TRA should assist program offices in the
evaluation and maturation of technology
issues present in DoD acquisitions as well
as provide the approving acquisition offi-
cial assurance that the program under
review has a sound technology foundation.
In today’s information systems, the TRA
includes both the hardware and software
of the system as they fit within the archi-
tecture used to integrate these elements
and the intended environment in which
they will run. IT is becoming a critical fac-
tor in the success of modern DoD infor-
mation systems. The TRA provides a
chance to analyze a program and assess the

technological maturity of its hardware,
software, and IT. For technologies of
insufficient maturity, a program of
demonstrations and prototypes should be
established to provide a mature set of ITs
that are ready to support system develop-
ment when needed.u
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Most of us grew up with proverbs. As
adults they are part of the vocabu-

lary we use in everyday life. So why not
consciously apply them when we
encounter work challenges such as imple-
menting change? As a starting point, let’s
consider some proverbs for overcoming
measurement issues, and also look at a few
that could be dangerous:

Don’t Cry Over
Collected Data 
This twist on the proverb, “Don’t cry over
spilt milk,” is commonly encountered with
measurement. Collected data represents a
situation as it already is or was in the past.
Instead of fixating on how bad the results
look today, we need to focus on what can
be done to improve on them. In fact, the
worse the data shows today, the more
opportunities abound for tomorrow’s
improvement.

Those Who Cannot
Remember the Past Are
Condemned to Repeat It
Albert Einstein talked about insanity in a
similar manner as this proverb infers when
he said that insanity is equal to doing the
same thing repeatedly and expecting dif-
ferent results. On projects, we often lapse
into the same patterns of behavior and yet
expect different results. The key to
improvement is to change something in
the process and then anticipate different
results.

Graphs Speak Louder
Than Words
This is a spin on the proverb, “Actions
speak louder than words.” People often
will believe visual factual data more than
spoken words. For example, it is easier to
dismiss as conjecture a manager who asks
for a budget increase for maintenance
work, than a graph objectively proving
why a budget increase is justified based on
the increasing user base.

All That Glitters Is Not Gold
Don’t be fooled by appearances. This
proverb applies aptly as it is and works
together with the graphical presentation
of data. Just because a graph looks pretty
or infers certain information in the pres-

entation, be careful to ensure that the data
is true before taking corrective action.
Although some data or measurement
information might appear to be valuable,
it might actually be quite worthless unless
it is collected properly, consistently, and
serves to assist in meeting a measurement
goal.

Level 5 Wasn’t Reached
in a Day
This modified proverb was originally,
“Rome wasn’t built in a day.” While man-
agement and information technology (IT)
people may grow impatient to reach Level
5 of the Capability Maturity Model®
(CMM®) or CMM IntegrationSM, it is
worthwhile to manage the expectations
and realize that measurement benefits
won’t happen overnight.

Knowledge Is Power
This proverb is perfect in its original state.
When we know where we are doing well
and where we’re not so good, we can
move in the direction of positive improve-
ment. The knowledge of where change is
needed versus guessing and trying is pow-
erful.

Now, let’s look at those proverbs that
are best avoided when starting measure-
ment:

Cleanliness Is Next to
Goodliness
This is an adaptation of the proverb,
“Cleanliness is next to godliness.” While
process improvement and measurement
should be planned, you don’t need to per-
fect every measurement process before
you can begin it. We need data consisten-
cy, relevancy (aligned with realistic goals
and questions), and data applicability (tied
to why measure), but if we wait for per-
fection, we’ll lose valuable opportunities
for improvement.

Easy Come, Easy Go
When money comes to you easily (given
or found), you do not value it and often
spend it foolishly. This proverb applies
when measurement projects are funded as
a pet project, rather than a wise invest-
ment by the organization itself. When

measurement (or process improvement)
funding is wasted by measuring for mea-
surement’s sake, it defeats the whole pur-
pose and minimizes potential gains. Don’t
let this happen to your measurement ini-
tiative.

Ignorance Is Bliss
Perhaps this proverb is best left to the
domain of parenting – but in measure-
ment and process improvement it is often
what you don’t know that causes problems
and results in rework.

Misery Loves Company
Who hasn’t heard this one time and time
again? While unhappy IT people may be a
comfort to other unhappy IT people, we
know it takes cooperative people to gain
success in measurement.

Proverbs chosen properly for IT meas-
urement initiatives can help direct or
explain positive outcomes. I believe that
there is safety in numbers – especially if those
numbers turn into objective evidence that
support IT initiatives.

— Carol A. Dekkers
Quality Plus Technologies, Inc.
dekkers@qualityplustech.com

Tackling Software Measurement?
Try Proverbs.
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